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FOREWORD

This report involved the active participation of the Policy Survey Sub-
committee members listed below:

Mr. Stephen F. Barnett Mr. Frank M. McClelland
National Security Agency National Communications Systems

LTJG Sharron K. Crowder Mr. Ronald C. Kriston
Department of the Navy Central Intelligence Agency

Mrs. Phoebe G. Harper LtCol Lawrence A. Noble
Defense Intelligence Agency Department of the Air Force

Mr. Gary E. Johnson Mr. James E. Studer
Department of Treasury Department of the Army

Mr. Eugene V. Epperly
Office of the Secretary of Defense

Chairman

It is emphasized that the views and observations contained in this report
represent the independent and individual views of the participants, not neces-
sarily the official views of their organizations.

A report such as this must initially be written by one person, and the
original version was drafted by the Chairman. This was then circulated to
Subcomittee members for critique, modification, and amendments. Although
there may remain some disagreement on minor points, the Subcommittee members
concur with the final version of the report.
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EXECUTIVE SUMMARY

Purpose

- This report documents the subcomnittee's survey of current Government

computer security policy documents at the national and Federal department/agency

levels. The review was undertaken to identify what policy exists, what it

addresses, and what responsibilities are assigned.

Approach.

r;The following criteria were established for "computer security policy"
documents:

1, .They must be authoritative and directive in nature; -

2. Aey must reflect in content the multi-disciplinary, total
systems approach axiomatic in current computer security policy.

Total coverage of Executive Branch agencies and departments (over 70) was
deemed impractical - the effort focused on fifteen agencies that represented
over 88% of the Government ADP systems reflected in the GSA inventory and
included the majority of Cabinet-level departments.

A questionnaire format was developed to extract on a common basis key
attributes of document policy coverage, and this was to be completed by
subcommittee members in the interests of reliability and consistency. A key
objective of the process was to identify national level policies and authorities.
Existence of policy/program oversight mechanisms was identified as a secondary
but very important focus.A.(Section 1, pp. 1-5).

Department/Agency Policies

For the fifteen agencies surveyed, 32 separate computer security policy
,locuments (totalling 1,316 pages) were obtained and reviewed. These were
consolidated into 27 policy sets of like scope and applicability. All fifteen
agencies have pro ,ulqated computer security policies; however, these varied
in approach, scope amd apolicability. Survey results reflected the historical
sequence of attention to computer security; 63% of the sets reflected policies
implementing national security information protection requirements. Other
frequencies cited among the 27 policy sets were: Privacy Act, 41%; Transmittal
Memorandum No. 1 to OMB Circular A-71, 30%; Intelligence Special Access Programs,
300; National COMSEC Oirective, 15%; OMB Circular A-B08, 11%; and, Atomic
Energy Act, 7%. Computer security subdisciplines' frequency were reflected
in the sets as follows: Physical security, 1O01s; personnel security, 96%,
administrative/procedural security, 96%; hardware/software security, 96%;
communications security, 890; and, emanations security, 70%. (Section II, pp. 6-9)

"National" Level

A most Important facet of the survey was to identify higher level authorita-
tive bases for computer security policies at the department/agency level.
Thirteen documents forming 5 policy sets were identified and reviewed. As an
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operational complement to policy, various program oversight mechanisms were also
identified,to include the Legislative Branch.

Comprehensive computer security policy, promulqated by the Office of
Management and Budget* and supplemented by further issuances from the Office
of Personnel Management (OPM), the General Services Administration (GSA),
and the National Bureau of Standards, Department of Commerce (NBS). was
revealed. This policy (summarized on pp. 12-14) included:

-- All Federal data and applications processed by computer systems

-- Personal, proprietary, and other sensitive data, to include national
security data.

-- Such data and applications processed by other systems on behalf of
Federal departments and agencies, as well as by Federal computer systems as
such.

Supplementing policies in response to OMB tasking include the following:

-- OPM has amended the Federal Personnel Manual

-- GSA has amended the Federal Property Management Regulations and the
Federal Procurement Regulations

-- NBS has issued numerous guideline publications and maintains an ongoing
program for standards development.

Other national level policies of narrower scope and applicability included
implementation of classified information safeguarding requirements Ce.g., NATO,
Intelligence, and Atomic Energy-related information) and of requirements for
personal information subject to the Privacy Act (Section III, pp. 10-14).

Oversight

A significant amount of national interest in the oversight of Federal
computer security activities i- identified (e.g., Senate Committee on Government
Operations, GAO, the President's Initiative on Fraud and Waste, Information
Security Oversight Office, OMB).

Collectively, these have revealed significant problems in the field
implementation of computer security policy, particularly systems not processing
classified information (Section IV., pp. 15-20; see also Appendix I.).

*Transmittal Memorandum No. 1 to 0MB Circular A-71, Office of Management and
Budget, "Security of Federal Automated Information Systems," July 27, l78.
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A Federal Agency Perspective

A section describing the context and flow of computer security policies
from higher levels is included to illustrate, in an agency organizational
context, policy and oversight approaches taken and possible problems with
regard to effective implementation of current and future computer security
policy requirements. (Section V, pp. 21-25).

Conclusions and Recommendations (Section VI, pp. 26-29)

GAO noted that TM 1 to OMB Circular A-71 "...requires action by top
agency managers which could contribute greatly to correcting many of the
computer data security problems.. .it sets an appropriate framework for
agencies' initiatives to correct the data security problem."

However, the Subcommittee observed policy fragmentation across-the-board
and lack of cost effective, feasible implementing guidance.

The foregoing indicates that a deeper level of analysis is required to focus
on those aspects of computer security field implementation that are susceptible
to benefit from national level attention and effort. Accordingly, the
Subcommittee strongly and unanimously recommends attention be given to the
following specific problem areas related to current computer security policies
and field implementation thereof:

1. The GAO identified lack of top management support in Federal Departments
and Agencies (Appendix I), to specifically include the need for the education
and awareness of top management;

2. Closely interrelated, the lack of resources, both research and development
resources and operational resources, with specific attention to the problem of
trained manpower and funding stability.

3. The problematic nature of the hardware/software computer security
subdiscipline, to specifically Include the development of secure systems technology,
security technical evaluation methodologies, and recommended management and
operational mechanism(s) therefor;

4. Manifest requirements for means of more effective integration and
coordination of identified national policy promulgating activities; and,

5. Generation of feasible and cost-effective implementing guidance for
various computer security subdisciplines associated with the Implementation of
oerall computer security policies.
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I. INTRODUCTION

Purpose

The purpose of this report is to document the survey of identified nation-
al level and Executive Branch department and agency computer security policies
as undertaken by the Policy Survey Subcommittee.

Tasking. The subcomittee was asked to review current government com-
puter security policies at both the national and department/agency levels.
The purpose of the review is to identify what policy exists, what it addresses,
and what responsibilities are assigned. The task, approach and objectives as
refined by the subcommittee are summarized in Figure 1.

Approach and Methodology

Target "Universe." The survey "universe" was initially defined as the
major organizational elements of the Executive Branch. The United States
Government Manual, the official handbook of the Federal Government published
by the General Services Administration (GSA), lists over 70 Executive depart-
meats, agencies and other establishments below the level of the Executive
Office of the President. Total coverage was not deemed a practical objective.

In view of time and resouce limitations, it was decided to limit the
survey of Executive Branch departments and agencies and to concurrently maxi-
mize survey coverage by focusing on those entities operating the overwhelming
preponderance of government ADP systems, as reflected in the GSA Automatic
Data Processing Equipment Inventory In The United States Government, April
1979 edition. In view of their relative importance, it was also decided to
include all Executive Departments included in the Cabinet, regardless of the
number of computer systems each. (Even though HEW was disestablished as such,
it was considered one Executive Department for purposes of the survey, in view
of the recency of that action.) CIA, DIA, and NSA were added since their
assigned computer security policy responsibilities transcended their immediate
organizations, and the Military Departments were included separately by virtue
of the comparative size of the organizations and their associated ADP programs.
Basically, then, the survey initially was to include 26 Executive departments
and agencies, with these organizations accounting for 9257 computer systems
out of the GSA total of 9299, or a coverage percentage of 99.5%.

Subsequent further limitations on time and other resources led to the
reduction of this "sample universe" to fifteen departments and agencies (Figure
2), thereby covering 8237 ADP systems in the GSA inventory, or over 88.6%
thereof, not including CIA or NSA ADP systems, and including seven of the
twelve Cabinet-level departments.

Survey Focus. Given the task of surveying computer security policies,
the subcommittee focused on computer security documents as such. Rather than
include all policy documents mentioning computer security, it was agreed that
documents to be reviewed for this survey must meet the following criteria:



POLICY SURVEY SUBCOMMITTEE

AK: REVIEW FEDERAL GOVERNMENT COMPUTER SECURITY POLICIES
- TO IDENTIFY EXISTING POLICIES, SCOPE, APPLICABILITY &

RESPONS IBI LITIES

- AT NATIONAL 9 DEPARTMENTAL LEVELS
- CLASSIFIED AND UNCLASSIFIED INFORMATION

APPROACH: QUESTIONNAIRE SURVEY OF SELECTED NATIONAL & EXECUTIVE BRANCH
DEPARTMENT/AGENCY COMPUTER SECURITY DOCUMENTS
- DOCUMENTS ADDRESS COMPUTER SECURITY IN A COMPREHENSIVE SENSE
- QUESTIONNAIRE DESIGIED TO EXTRACT KEY PROGRAM INDICATORS

-.DEFINITION OF "SAMPLE" UNIVERSE TO FOCUS ON PREPONDERANCE
OF ADPE & CABIIET-LEVEL DEPARTMENTS

COVERAGE OBJECTIVES:

1. POLICIES
-- NATIONAL LEVEL

-- EXECUTIVE DEPARTMENT/AGENCY LEVEL

2. PROGRAM OVERSIGHT MECHANISMS (SECONDARY)

-- NATIONAL LEVEL

-- DEPARTMENTAL/AGENCY LEVEL
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1. They must reflect in content the overall multidisciplinary, total
systems approach that has emerged as axiomatic in computer security policy and
practice, to include explicitly the preponderance of the necessary subdisci-
plines that in aggregate represent the accepted approach to securing computer
systems in operational environments, as suggested in Figure 3.

This criterion includes documents that in themselves do not contain
all such subdisciplinary requirements, but explicitly reference such require-
ments for implementation, where these requirements are promulgated in other
documents (e.g., DoD Directive 5200.28 and associated ADP Security Manual
[1,2] explicitly refer to and require implementation of communications secur-
ity and emanations security requirements promulgated generically by separate
DoD Directives on those subjects).

Not to be included were documents that treated in separate and stand-alone
fashion various facets or aspects of computer system securi'ty (e.g., Defense's
Information Security Program Regulation, DoD 5200.1-R [4], which for ADPE
includes only security marking provisions for certain ADP media).

2. They must be directive in nature, authoritatively imposing computer
security responsibilities and requirements of a designated scope and applica-
bility.

Excluded by this test were documents such as National COMSEC/EM SEC
Information Memorandum No. 7002, "COMSEC Guidance for ADP Systems" [5], which
contains computer security guidelines. Similarly excluded were a host of
published National Bureau of Standards guidelines, many of which are enumerated
gt Appendix A [6].

Questionnaire Coverage and Scope. The approach decided by the subcommit-
tee involved development of a questionnaire format to be used in reviewing and
extracting relevant information from current computer security policy documents
meeting the above criteria. The format (attached as Appendix B with associated
guidance, and summarized in Figure 4) was designed to extract on a common
basis key attributes and aspects of department/ agency policy document coverage.
The completed questionnaire would provide a policy/program profile for each
computer security policy document (or document set, as noted below), and
questionnaires cumulatively considered would provide a fairly accurate general
indicator of computer security policy coverage both at the Executive depart-
ment and agency level and at the Executive Branch level.

A key derivative objective of the department/agency survey was to identi-
fy other potential national-level computer security policies in policy docu-
ments not already identified in the questionnaire or otherwise obtained (i.e.,
Question #3, "authoritative basis(es) for policy"). This aspect is deemed
critical to the overall issue concerning the extent to which policy computer
security policy exists at the national (essentially meaning Executive Branch)
level of the Federal Government.

The first three items on the questionnaire ("Identification" and "Authori-
tative Bases" on Figure 4) are followed by items on applicability and scope.
These are considered essentially self-explanatory indicators where presence or
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I
QUESTIONNAIRE COVERAGE

OBJECTIVES: - IDENTIFY EXISTING POLICY SOURCES AT THE NATIONAL LEVEL

- DESCRIBE 6ENERAL NATURE AND SCOPE OF IMPLEMENTATION

AT DEPAPIV/AOCY LEVEL

Q JESTIONNAIRE SCOPE:

- SOURCE & DOCUMMT(S) IDENTIFICATtON

- smiTOIATIE BASES

- APLI.A,[LUI (OIN-HOUSE" AND/OR "OUT-HOUSE")

- EPIMIIDON SCOE
- INFORMATION/DATA
- SYSTEMS/AREAS/SOFTRIARE/ OTHER SYSTEMS RESOURCES
- LIFE CYCLE COVERAGE? (ADP SYSTEMS AND/OR DATA SYSTEM)

* - SUBDISCIPLINES INCLUDED
- PERSONNEL SECURITY
- PHYSICAL SECURITY
- COMPUNICATIONS SECURITY

- EMANATIONS SECURITY

- ADMINISTRATIVE/PROCEDURAL SECURITY
HARDWARE/SOFTMARE SECURITY

, ,. .....- ....-m a n
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QUESTIONNAIRE COVERAGE (CONT'D)

- PROGRAd COMPONENT FLERMNTS:

-- ASSIGNMENT OF RESPONSIBILITY
-- MANAGEMENT CONTROL PROCESS
-- DESIGNATED APPROVING AUTHORITIES
-- OVERALL SECURITY SPECIFICATIONS/REUIREMENTS
-- SECURITY EVALUATION REPUIRED FOR SYSTEM OPERATION
-- AUDIT OR OTHER FOLLOW-UP SECURITY EVALUATION
-- RISK ANALYSIS METHODOLOGIES
-- SECURITY REQUIREMENTS FOR PROCUREMENT
- REQUIREMENTS FOR CONTINGENCY PLANNING
-- PERSONNEL SCREENING
-- SPECIFIED WAIVER AUTHORITY
-- REQU-IREMEN'T FOR ADP SECURITY BUDGET

- NUBER OF ADO SYS= COVERED

-NUMBER OF OMES
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absence can be considered coverage attributes for a given policy document/
computer security program. Similarly straight forward are the subdiciplines
included (item 6 on the questionnaire at Appendix B). The last substantive
item, "Program Component Elements," #7 on the questionnaire, is an adoption of
the checklist developed to review department and agency implementation plans
for the requirements imposed by Transmittal Memorandum No. 1 to OMB Circular
A-71, "Security of Federal Automated Information System" [7], the most compre-
hensive computer security policy document identified herein in terms of organi-
zations levels, scope, applicability and system security coverage. Accordingly,
this item in particular was designed to reveal gaps in program policies.

Questionnaire Completion. In the interest of maximizing response consis-
tency and reliability, documents were reviewed and questionnaires were completed
only by members of the subcommittee. In furtherance of that goal, interpretive
guidance was also developed and provided (included in Appendix B) prior to
completion of the questionnaires.

Limitations. The following limitations in survey scope, methodology and
coverage are specifically noted for the reader. First of all, the survey
represented neither a random nor a representative sample. In view of limita-
tions in time and resources, focus was upon coverage of those agencies repre-
senting the preponderance of government computer systems as reflected in the
GSA inventory. The objective was not only to indicate policy per se, but to
suggest relative degree of coverage within the Executive Branch in terms of
number of systems included. Additionally, documents obtained by the subcom-
mittee came from personal contacts of the subcommittee members and from sub-
committee members' files. Specific agency coverage is noted herein. However,
while coverage is considered extensive by virtue of members' collective ex-
perience in this field, there may be other national level documents not here
included.

Further, although inference may be made concerning overall relative
quality of documents in terms of indicators specified, the subcommittee did not
attempt to directly address evaluation of national or department/agency com-
puter security policy and associated programs. The primary consideration for
survey purposes was to identify presence or absence of the particular policy
attribute, not even relative degree of completeness. For example, on question
7a(l) of the questionnaire, a policy document may assign program responsibil-
ity poorly (e.g., fragmented assignment to multiple organizational elements,
with no one element having overall responsibility), but the document does
assign computer security program responsibilities.

A second very important follow-on facet of an effective security program
is the nature and extent of progra oversight. An attempt was made in this
survey to indicate these mechanisms where they are known to exist; however,
coverage thereof is incomplete. Since some oversight activities have clearly
indicated negative findings, promulgating sound policy is often just the first
step in obtaining effective field implementation.

Other aspects viewed as critical to the effective implementation of
government computer security programs are not directly addressed in this
survey. Included here are the relative degrees of higher level management
support, and often correlated therewith, relative allocation of resources,
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both manpower and funding. A relative measure of management support may be
inferred from the existence per se of both department/agency and national
level policies and from established oversight mechanisms; however, comparative
evaluation of computer security field implementation is clearly beyond the
scope of this report.

Report Organization. The following sections reflect, in sequence:
results of the survey of Executive Branch department and agency computer
security policy documents; similar treatment of policy documents identified at
the national/Executive Branch level; description of such oversight mechanisms
as exist at the national level and have to varying degrees concerned them-
selves with computer security as such, or in the case of the Information
Oversight Office, manifest the intention and probable potential to do so; and
a description of higher-lever policies' impact on one organization at the
department/agency level.

Terminology

For purposes of this report, the following definitions are employed.

First of all, a policy is simply considered a decision made in advance
and independent of a specific instance or particular situation, which is
promulgated in an authoritative, directive issuance. A security policy is
such a decision that essentially contains the following elements:

1. Some asset or assets deemed to be of value

2. Some perceived threat or set of threats to the asset(s)

3. Some vulnerability or vulnerabilities associated with the asset(s)

4. A resultant risk scenario incorporating the foregoing, and

5. A decision concerning the relative allocation of protection re-
sources.

Computer security policies involve computer systems and the associated
information processed and/or functions performed as the assets to be pro-
tected.

The terms, "computer system", "computers" and "ADP system" as used herein
apply to "Automatic Data Processing Equipment" as defined in the Automatic
Data Processing Equipment Inventory in the United States Government, published
by the General Services Administration (GSA) [8], to specifically include
associated equipment* (i.e., computers plus auxiliary and accessorial equip-
ment), facilities, personnel, software, data and procedures.

*Recent General Services Administration comodity decisions have resulted in

the reclassification of the majority of word processing equipment into Federal
Supply Classification Group 70, "General Purpose Automatic Data Processing
Equipment." Some computer security policy documents have begun to include
word processing systems and equipment (e.g., [13]).
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"Agency" is here used as in 5 U.S.C. 522(e), meaning any executive depart-
ment, military department, Government corporation, Government-controlled corp-
oration or other establishment in the Executive Branch of the Government -
(including the Executive Office of the President or any independent regulatory
agency) [9).

"Classified information" means information and material determined to
require protection against unauthorized disclosure in the interest of national
security (i.e., the national defense and foreign relations of the United
States) and designated a level of classification pursuant to Executive Order
12065(10) or prior order, or classified as provided in the Atomic Energy Act
of 1954, as amended.
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II. EXECUTIVE BRANCH DEPARTMENT AND AGENCY POLICIES

As noted, the documents reviewed for this survey were limited to only those
that authoritatively treated computer security in an essentially wholistic
sense (i.e., overall focus on computer systems and/or automated data and
applications, as well as inclusion of the multiple computer security subdis-
ciplines noted above). This has included both documents specifically on com-
puter security (e.g., DoD Directive 5200.28 [11) as well as sections or parts
of larger documents that meet the previously stated criteria as essentially
comprehensive computer security documents in themselves (e.g., Part 6 on computer
security, which is a section of HEW's ADP Systems Manual [11, or Agriculture's
"ADP Security and Privacy" chapter of their "Departmental Information
Processing Standards Manual" [12]).

The following tabulated results, which are derived from survey of the cited
Executive Branch Agencies and Departments, involved the review of 32 separate
documents (listed in Appendix C). However, in some cases more than one
document constituted a single policy set of the same scope and applicability.
In such cases, one questionnaire was completed for both documents. An
example is DoD Directive 5200.28 and its companion, amplifying ADP security
manual, DoD Manual 5200.28-N. Accordingly, the Department/Agency "data base"
of questionnaires consists of 27 questionnaires, reflecting 32 documents
reviewed. All of these were formally promulgated policies, except for one
proposed draft, and they totaled 1,316 pages.

Results

A summary questionnaire, reflecting both numerical, cumulative positive
responses, as well as respective percentages thereof from the total number
of department/agency questionnaires, is attached as Appendix D.

Authoritative Bases. Sixty-three percent of the questionnaires reflected
policies in implementation of national security information protection
responsibilities assigned by Executive Order 12065. Additional authoritative
bases associated with national security information and the percentage of
positive responses are the following:

Atomic Energy Act of 1954, 7%
Special Access Programs for Intelligence (E.O. 12036, DCID No. 1/16), 30
E.O. 10865, "Safeguarding Classified Information within Industry",
E.O. 12036 as such, 7%
National Communication Security Directive, 15%

Authority for unclassified information included the following:
Privacy Act of 1974, 41%
The related OMB Circular A-108, 11%
Transmittal Memo #1 to OMB Circular A-71, 30%
Records exempt from disclosure under the Freedom of Information Act, 7

Others noced with only one positive response are identified in the
summary questionnaire (Appendix D).

- -
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Applicability. Twenty-five of the questionnaries, or 93%, rgflected documents
applying to the originating department of agency and its components and facili-
ties. Twenty-three, or 85%, further applied in some fashion to department/
agency contractors. (NOTE: Many of these agencies participated in the Defense
Industrial Security Program which covers all contractors handling classified
information except when the ADP systems are agency owned and controlled and are
located on agency premises, but contractor operated -- in this case, the agency
vice the Industrial Security Manual [13] may-prescribe required security
measures).

Scope. For information/data included within the policy documents positive
responses were the following:

Classified National Security Information, 78%
Unclassified "National Security Related Information", 30%
Personal Information Related to Individuals ("Privacy"), 59%
Other agency/department "Sensitive Information and Records", 52%

Other attributes of policy scope included the following:

ADP systems (i.e., "Automatic Data Processing Equipment", including
computers and auxiliary or accessorial equipment such as I/O devices
and communications equipment), 100%

Areas housing ADP systems and their components, 82%
Computer Programs (i.e., software), 89%
Other ADP resources and supplies, 63_

Responses concerning policies that generally contained security requirements
pertaining to the entire life cycle were as follows:

ADP or computer systems specified, 85%
Individual data/application systems, 63%

Computer Security Subdisciplines. Responses here include requirements that
may be enumerated in a separate document but are specifically cited as policy
requirements; for example, the computer security policy document requires
personnel security or communication security actions set forth in a referenced,
separate document. Results are as follows:

Personnel security, 96%
Physicial Security, 100%
Communications security, 89%
Emanations security, 70Z
Administrative/Procedural security, 96%
Hardware/software security, 96%

" Program Component Elements. Positive questionnaire responses concerning
various elements of agency/department computer security policies and associated
programs are as follows:

L
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a. Assignment of Responsibility:

(1) For computer security within the Agency or Department
(i.e. specification of a headquarters staff element
as responsible for policy promulgation and program
oversight), 96%

(2) For specific ADP systems or ADP installations (e.g.
Appointment of ADP System Security Officers), 93%

b. Management Control Process to assure that administrative, physical,
technical and other safeguards are included in agency computer systems; 96%

c. Formally designated approving authority for the security aspects of
covered ADP systems; 78%

d. Overall security specifications/requirements; 85%

e. Review, test and/or evaluation required as a basis for system approval
for operation; 74%

f. Audit or other follow-up system or program security evaluations; 78%

g. Risk.Analysis or Risk Assessment methodologies; 70%

h. Security Requirements/Specifications Applicable to Procurement (i.e.
equipment, systems or related services); 74%

i. Requirements for Contingency Planning; 67%

j. Personnel Screening Requirements; 78%

k. Specification of an authority to grant waivers; 56%

1. Requirement to specify an ADP security budget; 15%

Summary Comments

Of the fifteen Executive Branch departments and agencies surveyed, all
had some computer security policy promulgated. Within that number, however,
there are manifest differences in approaches (e.g. one omnibus document or
separate documents associated with separate authorities), scope and applic-
ability.

Authoritative Bases as distributed appear to follow the historical
sequence of various communities' concern with the subject. The area of
classified national security information was the first known to give
serious concern, and the first computer security policy documents known
emerged here e.g., DoD Directive 5200.28 in 1972. Reflecting that sequence,
the greatest number of positive responses (63%) are associated with Executive
Order 12065, "National Security Information," [101 the omnibus E.O. charging

I
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protection of classified national security information Cthis would include
E.O. 12065's predecessors). Second most frequently cited authority is the
Privacy Act of 1974 (41%) and associated OMB Circular A-108 (9], "Respons-
ibilities for the Maintenance of Records About Individuals by Federal Agencies."
Third is the most recent Executive directive in this area, which includes all
classified and nonclassified information, Transmittal Memorandum No. I to OMB
Circular A-71, issued in 1978 [7] (30% positive responses).

It would be expected'that this last percentage will increase over time,
based on past experience. For example, DoD Component implementing documents
for DoD Directive 5200.28 required about two years for development, staffing
and review -- this was development of subordinate echelons' policy documents
only, not the establishment of effective implementing programs in the field --
and the scope and applicability of DoD Directive 5200.28 is in many aspects
substantially narrower than Th 1 to OMB Circular A-71.
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III. "NATIONAL"-LEVEL COMPUTER SECURITY POLICIES

Perhaps the most significant facet of the subcommittee's efforts relative
to the primary purposes of the parent Computer Security Working Group was a
derivative effort, through the survey of departmental and agency policy docu-
ments, to identify applicable national issuances meeting the selection criteria
set forth earlier. It is also a facet most directly related to the associated
NCSC proposal cited initially here. A diverse set of such existing policies
were revealed, ranging from some of quite narrow scope to the OMB policy
requirements below which are very broad in scope (i.e., all Federal department/
agency data and applications processed by computer, to include contractor
activities effected on behalf of a department or agency).

National Security Information

Historically, computer security policies first emerged in various func-
tional areas where the handling of classified national security information
was involved. As noted in the preceeding department/agency survey results,
the most commonly cited authoritative basis for an agency policy (63%) was
Executive Order 12065 [10] or its predecessors (e.g., E.O. 11652, 1972; E.O.
10501, 1953, and so on), although none of these Executive Orders qualify as
"computer security policy documents" as defined herein. In implementing the
basic charge, however, some agencies have developed computer security policy
dealing with national security information in the ADP environment and so have

authorities for various types of Special Access Program information. The
former are covered in the previous section, the latter include the following:

NATO - The Secretary of Defense functions as U.S. Security Authority for
NATO Affairs (USSAN), and the U.S. complies with securoty requirements for the
protection and handling of NATO classified information by virtue of interna-
tional treaty.

These are implemented by USSAN Instruction 1-69, "Implementation of NATO
Security Procedure (U)," (CONFIDENTIAL), which in turn implements NATO RESTRICED
Document C-M(55)15(Final), "Security Within the North Atlantic Treaty Organization,"
March 8, 1955, as amended. Enclosure "C" to the latter document contains a
Section X, "Protection of Classified Information Handled and Stored in Automatic
Data Processing Systems" that applies to NATO commands and agencies as well as
member nations (15], including the U.S., that use NATO classified information,
including ADP systems used solely for communications purposes. Also included
therein are special restrictions on the use of U.S. Special Access Program
information (i.e., "US SIOP").

Intelligence - The Director of Central Intelligence has promulgated
computer security policies for the protection of "intelligence information"
(i.e., foreign intelligence and foreign counterintelligence as defined in
Section 4, Executive Order 12036, and as classified under the provisions of
Executive Order 12065) involving sensitive intelligence sources and methods.
The basic Director of Central Intelligence Directive and associated "Computer
Security Regulation" set forth computer security policy requirements for ADP
systems and networks that process "intelligence information" and apply to both
&overnment and contractor ADP systems and networks. Excluded, however, are ADP
systems and/or networks that are used exclusively for telecommunications services.

- -
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Programs for Government Classified Contracts

Defense Industrial Security Program. By virtue of the number of depart-
ments and agencies included and an authoritative basis provided by Executive
Order 10865 [161, the Defense Industrial Security Program approaches an Execu-
tive Branch-level computer security program.

The Program is administered by the Defense Department on behalf of sixteen
other Executive Branch agencies in addition to the DoD components. It is
based on a "one face to industry" approach, established under the Executive
Order in recognition of the conflicts and lack of uniformity that would result
if each agency developed its own industrial security program. Accordingly,
the E.O. specifically provided for the extension of the DoD program to include
other Federal agencies (Figure 5).

Program policies meet the computer security policy document test herein
and are primarily contained in Section XIII of the "Industrial Security Manual
for Safeguarding Classified Information," DoD Manual 5220.22-M, April 1980
[13].

The computer security policies included in the program are of relatively
long standing (efforts to develop computer security training for DoD Industrial
Security inspectors began in 1969), and the most recent addition has been
adoption of interim security requirements for word processing systems and
equipment (pending formal coordination and final approval).

Other Agency Programs. Of the fifteen agencies reviewed by this survey,
all are included within the DISP but Department of Energy, Nuclear Regulatory
Commission and the CIA. Each of these have analogous policies and programs
for inspection and approval of contractor facilities (e.g., [18 & 19]). There
are also similar industrial programs for Special Access Program information,
such as DIA's [20].

Personal Information Subject to the Privacy Act

The Privacy Act of 1974 (Public Law No. 93-579, 5 U.S.C. 55a) is imple-
mented within the Executive Branch primarily through Office of Management and
Budget (OMB) Circular No. A-108, "Responsibilities for the Maintenance of
Records About Individuals by Federal Agencies," as amended [9] (i.e. Trans-
mittal Memorandum No. 5 to OMB Circular A-108, August 3, 1978). The Circular
defines responsibilities for implementing the Privacy Act "to assure that
personal information about individuals collected by Federal agencies is limited
to that which is legally authorized and necessary and is maintained in a
manner which precludes unwarranted intrusions upon individual privacy."
Relative to this report, the Circular applies to all Federal agencies and
requires the head of each agency to "establish reasonable administrative,
technical, and physical safeguards" for protecting personal information sub-
ject to the Act, to include such information handled tX ADPE, and such infor-
mation handled by government contractors.

Specific tasking associated with the computer environment included the
following:



oxw z z
U LU too

01 -1 -
LU CL) ca

aD IL

2n 0 L2
z rI < LLI.- LU CL

LU~L ui LU C L

a# 0 > LU U
23 0 z --j

I-L LU < 0
01 zU >~ LU

C2> < J~ LU < LU
L6 U. L U.. U6 0 2

<0 0 0 0- LU LL LU

>LU L

C2C < < 00 < > U
LU I - - .-c U I.- 01 ...a
cn LU u LU wl 22 ~ z w u>

LU cc LU 0 LU U LW =
LU C a a x a- <

LU LU LU 0< 1 < -<U) col V)~ < < 0 .

cm ~LU u

aa LU

o w I-- LUL
'-~< U2 LL

z ww <a1

0<I- z < Z
ujw 0

I- LU IL 0

Ifl LU 0 2> m

LUL cc LUj U. 0 .
4xZc C LU z LU <U

-I x < 0u

* UW o LU LU Ca L
a@ Z LU < -J (A-

ZI C2 z I- < 0
*n0 z < )

Ca <0 0n < 0 j: Ca

-< I-
q) ' L 0 < -

< 2

uC u LZ u u) 000
0 ~ L Z< wj 2 aL L C

CA U) LU AL



12

-- The Secretary of Commerce was tasked to issue standards and guidelines
on computer and data security; and,

-- tne Administrator of General Services was tasked to "revise computer
and telecommunications procurement policies to provide that agencies must
review all proposed equipment and services procurements to assure compliance
with applicable provisions of the Act; e.g., Report on New Systems."

Omnibus Policy -- The OMB Federal Computer Security Program

In announcing establishment of a Federal computer security program (TM 1
to OMB A-71 [7]) in July 1978, OMB Director McIntyre said, "Computer technology
now impacts almost every facet of American life. The protection of the techno-
logy against unwarranted, unauthorized and illegal uses is a major challenge.
This program addresses that challenge in the Federal community" (emphasis added)
(211. The scope, applicability and other attributes of the program are described
below.

OMB Computer Security Program Minimum Requirements. The 0MB-directed computer
security program requires, "at a minimum", each Federal department and agency
to:

- Assign responsibility for the security of each computer installation
operated by or on behalf of the agency to a management official knowledgeable
in data processing and security;

- Establish personnel security policies for all Federal and contractor
personnel involved in the design, operation, or maintenance of or having access
to data in Federal computer systems;

- Establish a management control process to assure that appropriate
administrative, physical and technical safeguards are incorporated into all
new computer applications and significant modifications to existing applica-
tions (for applications deemed "sensitive," this includes: prior definition
and approval of security specifications and the conduct, approval and certifi-
cation of design reviews and application systems tests);

- Conduct periodic risk analyses for each computer installation operated
by or on behalf of the agency (at least every five years);

- Assure that appropriate security requirements are included in the
specifications for the acquisition or operation of computer facilities or
services (above-cited management official must review, approve and certify the
sufficiency of these requirements);

- Conduct independent periodic audits or evaluations And recertify the
adequacy of the security safeguards of each operational sensitive application
(at least every three years); and,

- Assure that appropriate contingency plans are developed and maintained
to provide for continuity of operations should events occur which prevent
normal operations; periodically review and test these plans.

il l i II I - -



13

OMB Tasking for Additional Requirements. 'In support of the program, OMB has
further tasked the tollowing agencies as indicated below:

- The Department of Commerce to develop and issue comuter system security
standards and guidelines;

- The General Services Administration to issue policies and requlations
for the physical security of computer roomd and assure that securoty require-
ments are included in agency procurements; and,

- The Office of Personnel Management to establish personnel security
policies for Federal personnel associated with computer systems.

Supplemental Central Agency Policy

Pursuant to the above OMB tasking, the Office of Personnel Management (OPM)
has already promulgated Federal personnel security policies in this area, and
the General Services Administration (GSA) has apparently fulfilled their task-
ing. National Bureau of Standards, Department of Commerce, has published a
substantial number of computer security guidelines (Appendix A) and is engaged
in standards development efforts.

Office of Personnel Management. On November 14, 1978, OPM issued their
Federal Personnel Manual Letter 732-7, "Personnel Security Program for Posi-
tions Associated with Federal Computer Systems (22] (subsequently incorporated
into the Federal Personnel Manual). Pursuant to responsibilities assigned by
TM-1, OMB A-71, the bulletin was the first step in establishing personnel
security policies for screening all individuals participating in the design,
operation or maintenance of Federal computer systems or having access to data
in Federal computer systems, to include both Federal employees and contractor
personnel. OPM Bulletin No. 732-2, January 11, 1980 further set forth autho-
rities for investigating contractor personnel and procedures for requesting
such investigations from OPM [23].

With regard to Federal employees, the OPM guidance established criteria
for designating personnel position sensitivity "to be viewed separately, but
in addition to the more traditional relationship to the national security" as
currently employed under E.O. 10450 [24].

General Services Administration. GSA actions included amendments to the
following documents:

-- Federal Property Management Regulations. Amendments (FPMR Amendment
F-42 [251) have been published in August 1980. The amendment to FPMR Part
101-35* provides government-wide security management guidance for the protec-

*Specifically noted by the Subcommittee is a conflict between provisions of

the FPMR part cited and the provisions of Presidential Directive/NSC-24,
Subject: "Telecommunications Protection Policy (U)," as revised February 9,
1979, with regard to authority and jurisdiction in the area of telecommunica-
tions. Another conflict of authorities from separate policies is identified
on page 25.
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tion of ADP and telecommunication systems and facilities. This new subpart
contains the policy provision that "Federal agencies shall insure that an
adequate level of security is provided for all ADP and telecommunication
systems and services, including those provided by contractors," and then
defines and describes associated requirements and responsibilities. The
amendments to subpart 101-36.7, "Environment and Physical Security," provide
guidelines to Federal agencies on the environmental and physical security of
ADP facilities.

-- Federal Procurement Regulations. Amendments (FPR Amendment 210) (261
published in October 1980 included the following pertinent to computer security:

Section 1-4.1104 added the requirement that agencies' computer security
requirements be included in agencies' procurement requests to GSA.

Section 1-4.1107-21 prescribes Government computer security requirements
in connection with solicitations, contracts, and contract administration.

Summary Coments

The foregoing demonstrates the existence of Federal computer security
policies and associated programs. The most critical one of these, however,
is the policies, responsibilities and program established by OMB under the
auspices of Executive Branch implementation of portions of the Brooks Act
(i.e., OMB Circular A-71 as such):

"This includes responsibility for the establishment of physical,
administrative and technical safeguards required to adequately
protect personal, proprietary and other sensitive data not sub-
ject to national security regulations, as well as national
security data" (emphasis added) (Paragraph 4., [7]).

The requirement to effectively integrate numerous relatively independent
programs becomes even more manifest when one considers the contractor arena in
conjunction with the programs enumerated above. The Industrial Security Pro-
gram alone precludes industry from having to deal with seventeen or more
separate programs in the classified arena. Industry has expressed concern with
this happening in implementation of TH-1 to A-71, and the same concern with
regard first to OPH policies implementing TM-1 prompted the Assistant Secretary
of Defense (Comptroller) to suggest to 0MB that implementation of the contrac-
tot employee personnel security requirements of TH-1 be carried out by means of
a modification of the existing Industrial Security Program, to coordinate and
effect uniform Implementation. The same rationale could be said to apply for
the further extension of the Industrial Security Program's current nation-wide
capabilities for the on-site inspection and approval of contractor ADP systems
In thes broadest sense.
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IV. NATIONAL COMPUTER SECURITY POLICY & PROGRAM OVERSIGHT

As suggested above, promulgation of computer security policy is step one
in achieving the end result -- acceptably secure operating computer systems.
While the identification of policy/program oversight and monitorship was not
an explicit charge of the subcommittee, such activities were duly noted during
the course of the survey, along with the manifest fact that these activities
often detail clearly negative findings with regard to implementation in the
field of already established policy. Accordingly, in at least large, complex
organizations, such formal oversight activities are deemed required for essen-
tial feedback on policy implementation, particularly as a basis for effecting
corrective action.

There follows a summary of oversight activities and related attention to
the specific problem of computer security in its various facets -- this summary
clearly indicates that concern, including concern transcending the Executive
Branch, exists and that computer security policy oversight mechanisms at the
Executive Branch/national levels likewise are in place and operating, as a
complement to promulgated policy. The sequence of highlighted activities is
summarized in Figure 6. However, no attempt is made to evaluate the compara-
tive effectiveness or other attributes of these mechanisms, singly or in
combination.

The Congress & The General Accounting Office

Interest in computer security matters by the Congress has stemmed from
broader concern for the effective management of computer and information
resources (e.g. enactment of the 1965 Brooks Act, P.L. 89-306), and the growing
awareness over the past decade of the value and sensitivity of Federal ADP
programs and services. The Privacy Act of 1974 (P.L. 93-567) was an early
milestone in the 1970's that specified protection of personal data, and since
many Federal personnel and other data systems with personal data are automated,
the Act led to increased emphasis on the use of computer security measures per
se.

1976 GAO Reports. More comprehensive concern for computer security as
such was focused by the publication of three reports on facets of computer
security in the Spring of 1976 by the General Accounting Office (GAO), an
investigative and auditing arm of the Congress. These were "Improvements
Needed in Managing Automated Decisionmaking by Computers Throughout the Federal
Government," April 23, 1976 (27]; "Computer-Related Crimes in Federal Programs,"
April 27, 1976 (281; and, "Managers Need to Provide Better Protection for
Federal Automatic Data Processing Facilities," May 10, 1976 [29].

Senate Staff Studies. Shortly thereafter, the Chairman of the-then
Senate Committee on Government Operations (now Senate Committee on Governmental
Affairs), Senator Ribicoff, announced that he had directed the Committee staff
to conduct a preliminary inquiry into the problems associated with the areas
highlighted by GAO. The Committee subsequently issued two studies dealing
with computer security. The first, entitled "Problems Associated with Computer
Technology in Federal Programs and Private Industry -- Computer Abuses," [301
reviewed some of the major issues and problems, and it included the three 1976
GAO studies cited above.

a
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NATIONAL LEVEL INTEREST

1976 GAO REPORTS:

0 "IMPROVEMENTS NEEDED IN MANAGING AUTOMATED DECISIONMAKING
BY COMPUTERS THROUGHOUT THE FEDERAL GOVERNMENT" (APR 76)

* "COMPUTER-RELATED CRIMES IN FEDERAL PROGRAMS" (APR 76)

* "MANAGERS NEED TO PROVIDE BETTER PROTECTION FOR FEDERAL AUTOMATIC
DATA PROCESSING FACILITIES" (MAY 76)

SENATE COMMITTEE ON GOVERNMENT OPERATIONS:

* "COMPUTER ABUSES--PROBLEMS ASSOCIATED WITI COMPUTER TECHNOLOGY
IN FEDERAL PROGRAMS & PRIVATE INDUSTRY" (JUN 76)

1977 "COMPUTER SECURITY IN FEDERAL PROGRAMS" (FEB 77)

0MB:

"EURITY OF FEDERAL AUTOMATED INFORMATION SYSTEMS,"
1TRANSMITTAL NO. 1 TO 0MB CIRCULAR NO. A-71

DRAFT FOR COORDINATION (SEP 77)

1978 FINAL ISSUANCE (JUL 78)

PRESIDENT: INITIATIVE TO ATTACK FRAUD & WASTE

000 STEERING GROUP ON OVERSIGHT OF DEFENSE ACTIVITIESSUBCOMMITTEE 
ON COMPUTER FRAUD

GAO REPORTS:

1979 o "AUTOMATED SYSTEMS SECURITY-FEDERAL AGENCIES SHOULD STRENGTHEN
SAFEGUAROS OVER PERSONAL AND OTHER SENSITIVE DATA" (JAN 79)

* GAO LETTER TO SECDEF (MAR 79)
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A 1977 follow-up report (31] by the staff included recommendations that the
Office of Management and Budget (OMB) direct Federal agencies to put into
effect appropriate computer security controls and safeguards and that Federal
agencies improve coordination of computer resource protection efforts, develop
additional computer security standards and establish personnel security
policies. (As noted above, OMB has initiated a computer security program in
keeping with these recommendations and the statutory requirements of the
Privacy Act of 1974).

Based partly on the foregoing, Senator Ribicoff also introduced the
"Federal Computer Systems Protection Act of 1977", S. 1766. With no final
action in the 95th Congress, the "Federal Computer Systems Protection Act of
1979" (S. 240; H.R. 6196 in the House) was introduced by Senator Ribicoff. The
Bill in essence would make it a crime to use or attempt to use a computer with
intent to defraud or obtain property falsely and to embezzle or steal property.
On Nov. 6, 1979, the Senate Judiciary Subcommittee on Criminal Laws and Proce-
dures referred an amended version of the Bill to the full Committee for
consideration.

More recently, the GAO initiated a Government-wide survey of ADP System
Backup Planning in October 1979 (e.g., USGAO letter of September 19, 1979, to
Secretary of Defense Brown), keyed among other things to implementation of the
relevant provision in TM #1 to OMB Circular A-71.

Office of Management and Budget, Executive Office of the President

OMB has formally promulgated omnibus, comprehensive computer security
requirements for Federal government data and applications processed by govern-
ment or contractor computer systems in July 1978 [7]. The promulgating docu-
ment called for each Executive Branch department and agency to provide OMB
with an implementation plan. To oversee program implementation and specific-
ally review department/agency implementation plans, OMB initially established
an ad hoc team in December 1978. Due to the wide variance in the nature and
organization of department/agency implementation plans, the team developed the
OMB checklist for purposes of more consistent comparative evaluation, conclud-
ing this effort in early 1979. A second ad hoc team then used the checklist to
review implementation plans during the approximate period April through August
1979, completing the preliminary review. The OMB "Agency Computer Security
Program Checklist" is appended as Appendix F, along with an OMB-generated list
of policies and other computer security references. Initial OMB-identified
plan deficiences were communicated to departments and agencies, primarily on
an informal basis.

OMB intends to continuously and actively monitor Executive Branch depart-
ment and agency implementation of TM1 to OMB circular A-71 through the following
vehicles: (1) through review of agency budget submissions, where ADP security
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is to be a specific item of concern during the course of the budget process*;
(2) through ongoing 04B monitorship of Privacy Act implementation; (3) and
through the reports clearance process (e.g. the Federal Reports Act) wherein
unclassifiea, sensitive information within the scope of ThI can be identified.

Information Security Oversight Office

The Information Security Oversight Office (ISOO) was established by
Executive Order 12065 to actively oversee the information security program
established by that Executive Order. As such, it replaced the Interagency
Classification Review Committee (ICP1C) established by the preceding Executive
Order 11652 and is to be viewed as an attempt to incorporate a more viable
mechanism to ensure that Executive Branch agencies were effectively imple-
menting the program (a'lroblem addressed, for example, in a GAO report of
March 9, 1979, entitled "Improved Executive Branch Oversight Needed for the
Government's National Security Information Classification Program"). Under EO
12065, the ISOO is required to monitor the program of any Executive Branch
agency that handles classified national security information (in contrast to
the ICRC's monitoring of only those 37 agencies then having original classi-
fication authority), so that the ISOO must now monitor approximately 100
agencies and major components. Also in response to other ICRC problems
(placement and lack of independent stature), the ISOO was located within the
General Services Administration for administrative purposes, but takes it
policy direction from the National Security Council. During the transition
between the two Executive Orders, the former ICRC Executive Director became
the Acting ISOO Director and the ICRC staff of eight formed the nucleus of the
new ISOO. By August 1979, a permanent Director had been appointed and the
ISOO staff reached eleven. Since then, five program analysts joined the
staff. This staff augmentation will allow the ISOO to conduct in-depth studies
of various aspects of the security field. Included in these studies will be
an examination of the use of ADP systems in the information security field.
It is anticipated that the initial phases of this study will be completed in
Fiscal Year 1981. In its first annual report to the President, the ISOO
indicated that they conducted 123 inspections for which a formal report was
written (32]. These covered 52 agencies plus 25 major components and 25 staff
offices of those agencies, as well as three inspections of field activities
outside the Washington metropolitan area. The ISOO staff also conducted 18
follow-up inspections. In carrying out its oversight role, the ISOO also
reviews the implementing regulations of all monitoring agencies and requires
such changes as may be necessary to achieve compliance with the provisions of
Executive Order 12065 and its implementing ISOO Directive.

*Subcommittee members note that there is no current mechanism in agency budget
submissions to identify'expenditures other than research & development (R&D)
efforts being conducted by agency computer security R&D elements as such.
Accordingly, this mechanism is less effective in potential than it appears at
face value since other ADP security-related R&D and ADP security operations and
maintenance funding would not be identified. Furthermore, survey findings
show this item to have the least frequency of positive responses in policy
documents reviewed (c f., p. 8).
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Inspector General/Internal Audit

Another set of potential though general program oversight mechanisms lies
in the Congressional establishment of additional internal investigative func-
tions in Executive Branch agencies and departments. Legislation enacted in
the 94th and 95th Congresses provided for the creation of inspector Reneral
offices in most Federal departments and agencies (i.e., P.L. 94-505 for HEW;
P.L. 94-452 for 21 other Federal departments and agencies and P.L. 95-1 for
DOE). Such an entity for the Defense Department is still under active con-
sideration.

Programs to Combat Fraud & Waste in the Executive Branch

The President's initiative to attack fraud and waste in the Federal
Government also served to focus attention on computer security as well as the
internal audit, inspection and investigative functions. In Defense, for
example, a high level Steering Group was formed in 1978 to respond to the
President's initiative and to improve the oversight of Defense activities.
Noteworthy is the fact that the initial Defense report to the President [33]
identified computer fraud as an important facet of the overall program as well
as summarizing DoD Component ADP security programs and Defense's Computer
Security Initiative Program.

Under the Steering Group, a computer fraud subcommittee was formed under
the Under Secretary of the Air Force. Its report to the Steering Group in May
1979 [34] specifically recommended that computer security technology being
developed within Defense to protect classified information should be applied
to computer fraud, with Defense taking a lead in this application. To parallel
the development of policy and procedures for limiting computer fraud, recom-
mendations were made to provide a stable level of fundiag for DoD Computer
Security Initiative Program [44,45] technology efforts under the Assistant
Secretary of Defense (Communications, Command, Control & Intelligence), based
upon the belief that the computer technology being developed to protect clas-
sified information would be applicable to combatting iraud (e.g., the methodo-
logies for designing and verifying that internal computer system controls are
effective). The Steering Group accepted the recommendations and the identified
initial funding was allocated, however, out-year funding has not been confirmed.

Information on other department/agency programs pursuant to the President's
initiative was not obtained.

It is noted that should some version of the proposed "Federal Computer
Systems Protection Act" be enacted, that would in all probability serve to
significantly reinforce pursuit of this initiative within the Executive Branch.
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GAO Follow-up --

Recent Reports and Activities. In 1977, GAO surveyed selected agencies due
to the high level of congressional interest in Federal information policies.
This review included 10 civil agencies, but excluded the area of national
security information in Defense agencies. Particular attention was given to
agencies' efforts to organize and implement broad programs of data security
in compliance with OMB Directives and related computer security guidelines
published by the National Bureau of Standard (Appendix A).

A GAO report reflected the results of the survey, and it is entitled,
"Automated Systems Security - Federal Agencies Should Strengthen Safeguards
Over Personal and Other Sensitive Data" (35], dated January 3, 1979. The GAO
report indicated that all agencies reviewed had some elements of a computer
security program in varying stages of existence, however, they generally
lacked the management support needed to be truly comprehensive. With specific
reference to OMB Circular A-71, TM 1, GAO concluded that since the document is
both directive and quite comprehensive, it sets an appropriate framework for
agencies' initiatives to correct computer security problems. It recommended
to OMB concern for a critical need for OMB follow-up on the Circular's require-
ment that agencies prepare and submit plans for compliance.

Highlighted recommendations to the heads of Federal departments and
agencies to improve computer security included the following:

-- Computer security programs should" be comprehensive and include
plans, policies and procedures clearly establishing organizational responsi-
bilities in writing.

-- A computer security administration function should be established
with independence from computer operations and should report directly to or
through a principal official who reports directly to the head of the organi-
zation.

-- Programs should provide for feedback to management, both in routine
monitoring/reporting and in independent internal audit.

-- Risk management should be provided for, on a total data systems
perspective.

-- Security planning should anticipate needs for training, especially
in risk management.

The report cited above excluded Defense Components, deferring the latter
due to known, on-going internal audits. In a GAO letter report to the Secre-
tary of Defense in March, 1979, (36] GAO noted the foregoing, stated that GAO
had subsequently identified and analyzed 106 computer security-oriented audits
related to over 270 facilities and/or syatems and also reviewed Department of
Defense and components' computer security programs and guidelines. GAO stated
that this review demonstrated that the Department of Defense and its Compo-
nents have experienced difficulties in each of the broad areas discussed in
the Jan 1979 report, cited above.
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Partial Policy/Program Integration

Many of the diverse activities and mechanisms cited above are (or can be)
effectively integrated, as suggested by the OMB coments on the 1979 GAO
report cited above (35]. OMB specifically advised that the GAO information
and recommendations would be used in their own assessments of Federal agencies'
plans to comply with Circular A-71 and other requirements. OMB further cited a
high priority on improving agencies' security programs, noted it has organized
a task force to review agencies' plans, and that this effort is coupled with
noted broader concerns for improving controls over fraud and waste. Further
noted by OMB was the indication that agencies' inspector general functions
will also focus on correcting these matters in recognition of their importance
as key responsibilities of agency and department heads.

1980 GAO Evaluation

During 1980, GAO has been performing a followup evaluation of implementa-
tion of the recommendations from its January 1979 report cited above. This is
in response to a request from the Chairman, Subcommittee on Government Informa-
tion and Individual Rights, House of Representatives Committee on Government
Operations. The report will focus on:

1. OMB and central agency roles previously discussed (pp. 12-14,
above); and,

2. Department/agency progress in implementing the security plans
required by TM 1.

It is expected that the results of the review will be completed by
November 30, 1980.

An interim letter report on this evaluation (46] noted the announced OMB
reorganization of its Information Systems Policy Division and Regulatory Policy
and Management Division into the Office of Regulatory and Information Policy.
The report indicates the new office will have three divisions: Regulatory
Policy, Reports Management and Information Policy. The new Office will include
a "desk officer" responsible for monitoring the implementation of regulatory,
reports management, and information management activities in each assigned
department or agency. Relevant to computer security, the report further states:

OMB advised us that many of the desk officers know little
about automatic data processing in general or automated
security in particular. OMB, realizing that these officers
need training and help from people knowledgeable about
automated security, plans to conduct such training during
May and June 1980. Effective monitoring by trained OMB staff
is necessary if the intent of the memorandum--security of
automated information systems--is to be met.
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V. POLICY IMPACTS -- AN AGENCY PERSPECTIVE

There are additional considerations from a policy perspective, beyond
merely the presence or absence of policy as such, or the presence or absence
of program oversight. Some of these will be briefly explored by viewing the
context and flow of computer security policies as they impact a large Execu-
tive Branch organization, the Department of Defense.

The organization is by most criteria large -- in terms of number of
personnel, budget size, and organizational complexity as historically evolved.
Most significant here, however, is the magnitude of use of computer systems in
support of departmental mission accomplishment, as a key arm of the national
security establishment. As noted previously, just in terms of general pur-
pose, commercially available ADP systems alone, DoD accounts for about 50% of
the GSA inventory. In addition, DoD owns and/or operates literally uncounted
numbers of special purpose computer systems (e.g., computers embedded in
weapons and other systems). Moreover, the DoD has responsibility, derived
from an Executive Order and executive agreements with other Executive Branch
Agencies and Departments, to assume security program administration on behalf
of sixteen such departments and agencies for contractors handling classified
national security information.

A point of the example is to illustrate the manner in which computer
security policies and associated requirements converge on an Executive Branch
organization and a fashion in which they can be integrated (or not be integated)
The overall situation is one which carries the potential for the generation of
confusion, unwarranted duplication of effort, and policy conflict. The dupli-
cation concern is particularly critical inasmuch as computer security is a
relatively new area requiring attention, to include resources. And existing
resources appear to be quite limited, particularly in the face of the dramatic
expansion of requirements represented by the scope of the recently promulgated
OB requirements.

Current Policies and Sources of Requirements

Classified Information. DoD programs for computer security are in imple-
mentation of and must be consistent with requirements imposed by higher author-
ities. Beginning with the classified arena, the most pertinent generic authority
imposing security responsibilities upon the Secretary of Defense is Executive
Order 12065 [101 as amplified by Information Security Oversight Office Directive
Number 1 [371 (Figure 7).

Particularly relevent to implementation of the order in the ADP environ-
ment is the information classification scheme; namely, that national security
information or material shall be classified in one of three categories, TOP
SECRET, SECRET, or CONFIDENTIAL and no other categories shall be used except
as expressly provided by statute.

While the Executive Order focused primarily on the classification and
declassification of national security material and improving the balance
between the two competing principles of informing the public and preserving
confidentiality, it also contains other pertinent, broad and generic security

• • | i
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policy requirements, most of which present problematic judgments when applied
to the ADP arena.

As these requirements are implemented by formal issuances down the indi-
cated organizational chains of command, they are elaborated upon and generally
specified as appropriate to more limited organizations and environments.
There are also built-in feedback or oversight mechanisms for the evaluation of
lower-level implementations. For example, in OSD, all DoD Component implemen-
tating documents must be reviewed and formally certified as being consistent
with the basic DoD issuance.

The E.O. does not address computers per se. DoD's primary implementa-
tion, the Information Security Program Regulation, DoD 5200.1-R[41, does not
either, except for paragraphs dealing with various media that may be associated
with computer processing (e.g., punched cards, printouts, micro-forms). DoD
Directive 5200.28 [11 in essence represents DoD's implementation of the E.O.
insofar as the relatively unique problems posed by shared computer systems are
concerned. The relationship between the two cannot be understated because
much of the overall security guidance to be applied to the ADP environment is
in 5200.1-R and is simple not duplicated in 5200.28. Therefore, in imple-
menting policy, reference to both 5200.28 and 5200.1-R is required.

Defense's ADP security program policies impact not only the DoD Components
but also those ADP systems processing classified information among the 11,000
contractors in the Defense Industrial Security Program (Figure 8). As men-
tioned, this Program is administered by DoD on behalf of sixteen other Execu-
tive Branch Departments and Agencies, in addition to the DoD Components, and
currently identified industrial ADP systems (over 2,000) represent a significant
number of the total ADP systems subject to DoD ADP security policies.

Special Access Programs. So far the flow of implementation of policy is
fairly straight forward. But there is always an "other," and as shown, there
are basically four sets of "Special Access Programs" that impact the Informa-
tion Security Program (Figure 9):

NATO, where ADP security procedures are based on International Treaty
Requirements;

Requirements concerning access to and dissemination of Restricted
Data and Critical Nuclear Weapon Design Information;

Special Access Programs for Foreign Intelligence or other informa-
tion under the cognizance of the Director of Central Intelligence or the
National Communications Security Committee; and

DoD "Special Access Programs" as such.

DoD policy in this area is to utilize the standard classification cate-
gories to limit access to classified information on a "need-to-know" basis to
personnel who have been determined to be trustworthy pursuant to the E.O. and
ISOO Directive so that there will be no need to resort to formal special
Access Programs (e.g., requiring extraordinary procedures and controls, such as
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formal access determination, special briefings, reporting procedures, and
recorded formal access lists.) Where such programs do exist, however, they
are signficant potential sources of additional security requirements in various
areas which must be considered in both system security planning and in policy
development, integration and implementation. Noted as particularly significant
is the necessity at the Federal department/agency level to effectively integrate
diverse classified information protection policies from difference sources,
and then further effectively integrate that result with emerging computer
system protection requirements from newer sources, such as the following.

Privacy. Implementation of the Privacy Act of 1974 (Public Law No.
93-579, U.S.C. 552a) was implemented through a DoD Directive and concurrent
establishment of a DoD Privacy Board [38], (Figure 10). With regard to com-
puter security as such, current DoD policy consists of rather specific interim
guidelines [39]. These will be superceded by a comprehensive DoD Regulation
now under development to establish uniform Defense policy concerning interpre-
tation and implementation of the Privacy Act. One of its chapters will con-
tain specific policies for "Safeguarding Personal Information in ADP Systems."

TM 1 to OMB A-71 (Figure 11). DoD's approach to implementing these
responsibilities specifically seeks to comprehensively integrate various
computer security programs. The approach being pursued is one of essentially
applying to the A-71 requirements the ADP security policy framework that has
evolved in the classified arena over approximately the past decade. Essentially
DoD envisions first categorization of data and applications on the basis of
criteria analogous to those thaL exist for classified national security informa-
tion. Secondly, ADP systems are primarily categorized in terms of the data/
applications processed, and then specific security requirements are directly
derived, primarily on a system basis. Incorporated is the multi-disciplinary,
systematic approach to implementation that characterizes the classified arena.
A third essential ingredient is utilization of the currently authorized system
security modes (Figure 12).

The data and application sensitivity categories that have been proposed
are amplified in Appendix H.

This conceptual scheme was included in the DoD plan submitted to OMB and
concurrently in the memorandum promulgating the play within Defense, appro-
priately entitled, "A Comprehensive Information Security Program" [40]. The
plan further notes that, notwithstanding existing policies that satisfy some
TM-I requirements, new or modifed guidance is required. Pending development
of such guidance, the TM-i policies should be considered to have full force
and effect, as amplified in the memorandum.

Policy & Program Oversight

Classified Information. Already mentioned was the fact that DoD Com-
ponent implementations are reviewed against basic DoD policy, and each Component
implementing issuance (Figure 13) must be reviewed and certified in writing as
being consistent with the basic policy issuance, or corrective action must be
taken.

!'



23a

I
0-E
oU.

II

44

- p-



23b

Fto

aI 2

~z ccI
U.m L*

C~ I I

e6I

I

31I
* __

x W.

_ _ b.



23:

POLICY CONCEPT

* CATEGORIZE: DATA/APPLICATIONS;
SYSTEMS

* INCORPORATE MULTI-DISCIPLINARY,
SYSTEMS APPROACH

* EMPLOY CURRENT
SYSTEM SECURITY MODES

TM 1 TO 0MB CIRC. A-71
CATEGORIZE:

-0 DATA&

APPLICATIONS

- SYSTEMS

-POSITIONS
Plguw12



23d

WN~

C.-

000

2 6.

060
Ab a%2o

~I U'U

u 0c 4 2



24

Complementary on-site "information security oversight visits" are under-
taken by the Office of the Secretary of Defense (OSD) to assess the field
implementation of policy. Some of these on-site oversight visits have
specifically addressed computer security matters, both among the DoD Component
and among contractor facilities included within the Industrial Security Pro-
tram. Additional oversight visits more intensely focusing on computer secu-
rity as such are specifically programed for the current and forthcoming
Fiscal Years.

Additional oversight activities are conducted under the auspices of
various special access programs included within the DoD Information Security
Program. For example, the Defense Intelligence Agency conducts security
inspections of other DoD Components' facilities for compliance with policy
where certain categories of "sensitive compartmented information" are being
handled, including contractor facilities, and the NATO Office of Security
annually conducts inspections of 15 NATO member nations' security arrangements
for the protection of NATO classified information.

Further oversight is provided through the medium of internal audit, for
example, Defense Audit Service (DAS) evaluations and reports and Inspector
General reports.

Privacy. Component implementations of DoD policy implementing the
requirements of the Privacy Act are likewise subject to formal policy certifi-
cation by OSD.

Additionally, on-site oversight visits to selected ADP installations were
also undertaken by OSD in conjunction with this program.

Lastly, a multitude of internal audits were undertaken concerning privacy
and other computer security considerations at selected activities within the
Defense Agencies and Military Departments (e.g., DAS "Summary Report on the
Audit of ADP Systems Security and Privacy at Selected Defense Data Processing
Installations," [41] -- Appendix G lists activities included in the audit
reports and specific audit reports issued).

Th 1 to OMB A-71. Although no specifics are now in place concerning
oversight of implementation of this program (which is currently being devel-
oped within Defense), it is probable that at least the policy certification
and internal audit functions will provide policy and program oversight in the
department.

Summary Comments

The foregoing suggests one problem for a Federal department or agency
implementing computer security requirements imposed by diverse higher echelon
authorities -- integrating these requirements into a relatively homogeneous,
consistent and coherent internal policy framework (Figure 14). In the Defense
Department example, this was essentially accomplished within the classified
arena by integrating minimum classified information protection requirements
with those additional and often different requirements for classified "Special
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Access Program" information comprehensively. The approach appears to work
well.*

By contrast, there has been little linkage between classified computer
security policy and policy stemming from departmental implementation of
requirements from the Privacy Act of 1974 and OMB Circular A-108.

The subsequent promulgation of TH 1 to OMB A-71 serves to integrate com-
puter security policies and progams, to include field implementation.

The general point, beyond the Defense example, is that exilicit attention
must be given to the impact at the department/agency level of higher level
actions, particularly the derivative and cascading effects of any policy
confusion, conflict, inconsistencies and ambiguities from the top down to the
bottom line -- the ultimate implementation of policies in field data processing
installations.

* Even this is not without potential problems however. For example, one
Special Access Program for intelligence includes in its scope all intelligence,
not just "compartmented" or otherwise "Special Access-type" intelligence. For
the non-compartmented intelligence handled within DoD, the DCI's policy may in
the future directly conflict with those of the Secretary of Defense (imposed
for classified information per se by E.O. 12065 [101) if the respective policies,
where they intersect, come to differ.
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VI. SUMMARY, CONCLUSIONS & TNFERENCES

Federal Department/Agency Level

Of the fifteen Executive Branch departments and agencies surveyed,
representing over 88% of the Federal computer systems reflected in the GSA
inventory, all had promulgated computer security policies in effect. These
varied, however, in scope, applicability and approach.

Specifically revealed and reviewed were 32 documents meeting the criteria
set forth herein as computer security policies, and these provided essentially
27 policy document sets (1,316 pages) associated with the fifteen agencies.
The policies involved differences in overall approach (e.g., combination or
separation of policies stemming from different authoritative sources), scope
(e.g., classified information, non-classified information, personal informa-
tion) and applicability (e.g., include internal components and/or contractors).

Primary authoritative bases on the basis of frequency cited among the 27

policy sets were:

o EO 12065 63%

o Privacy Act 41%

o Th I to A-71 30%

o Intelligence Special
Access Programs 30%

o EO 10865 15%

o National COMSEC Dir 15%

o OMB Circular A-108 11%

o Atomic Energy Act 7%

"National" Level

Derived from the foregoing, the survey clearly reflected:

o Omnibus Policy. In place, comprehensive computer security policy
promulgated by the Office of Management and Budget, Executive Office of the
President [7].

o This policy explicity includes:

-- all Federal data and applications processed by computer systems

-- personal, proprietary and other sensitive data not subject to
national security regulations as well as national security data

-- such data/applications processed by Federal computer systems as
well as by other systems on behalf of Federal departments and agencies
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o Pursuant to 0MB central agency tasking under this program policy:

-- OPM has issued personnel security requirements and guidelines
now in the Federal Personnel Manual [22,231;

-- GSA has amended the Federal Property Management Regulations
(FPMR amendment F-42) to add a new section for the protection of ADP and
telecomunications systems and a subpart to provide guidelines on environ-
mental and physical security of ADP facilities [251;

-- GSA has amended the Federal Procurement Regulations (FPR Amend-
ment 210) to require that agencies' computer security requirements be included
and certified in agency procurement requests and that acquisition specifica-
tions include certified Government computer security requirements in connection
with solicitations, contracts, and contract administration [261; and,

-- National Bureau of Standards, Department of Commerce, has
issued numerous information and guidance publications on computer security
(6) as well as maintaining an ongoing program for standards development.

o Other Policies. There are also documented herein a number of other,
earlier Executive Branch-level computer security policies of narrower scope
and applicability, including:

-- Department/agency-generated policies in implementation of generic
classified information safeguarding requirements imposed by Executive Order
12065

-- Special Access Program classified information, such as:

- NATO information

- Intelligence information

- Restricted Data and associated information

-- Policies associated with implementation of the Privacy Act of
1974 in the ADP arena and OMB Circular A-108.

The interrelationships of these policies are suggested by the diagrams at
Figures 15 and 16. Figure 15 shows these as separately promulgated from the
national level; Figure 16 relates them in a Venn context wherein the OMB policy
includes all Federal data/applications processed by computers.

Oversight Results

However, audits.and associated reviews (e.g., [271, (281, (291, [301,
[311, [351, and (411) have found significant problems with the field implemen-
tation of computer security programs.

Most recent is the January 1979 GAO report which concluded that "programs
fell short of being comprehensive and top management support was lacking"
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[35] (emphasis added). The report noted that the review was completed prior
to the issuance of Th I to OMB Circular A-71, but noted that the document
... requires action by top agency managers which could contribute greatly to

correcting many of the computer data security problems addressed in the GAO
report." Further, '... it (TM 1 to A-71) sets an appropriate framework for
agencies' initiatives to correct their data security problems."

The "Digest" to this GAO report is attached for reference as Appendix I.

Conclusions

The Subcommittee considers the current situation to suffer significantly
from fragmentation across-the-board and from the lack of cost effective, fea-
sible implementing guidance. The former particularly is manifest in the example
of national policy flow and impacts at the department/agency level (pp.22-26).
This suggests a clear need for further efforts to effectively integrate overall
computer security policies in a context that specifically considers the flow of
data/applications to be protected, 1. between and among Federal agencies, and 2.
between Federal agencies and private sector contractors.

The foregoing in turn, indicates that a deeper level of analysis is
required to focus on those aspects of computer security field implementation
that are susceptible to benefit from national level attention and effort.

Accordingly, the S.. committee strongly and unanimously recomnends attention
be given to the following specific problem areas related to current computer
security policies and field implementation thereof:

1. The nature, magnitude and practical effects of the lack of top
management support in Federal Departments and Agencies ((351 and Appendix I),
to specifically include the need for the education and awareness of top man-
agement on the many facets of computer security and the interrelationships of
computer security with other programs and functional activities;

2. Closely interrelated with the foregoing, lack of resources, to
include both research and development resources and operational resources,
with specific attention to the problem of trained manpower and funding stability;

3. Intensive focus on the problematic nature of the hardware/software
computer security subdiscipline (e.g., [42], [43], (44], and [45]), to specifi-
cally include the development of secure systems technology, security technical
evaluation methodologies and mechanism(s), and recommended management and
operational mechanism(s) thereof;

4. Manifest requirements for means of more effective integration and
coordination of identified national policy promlgating activities (see Figures
15 & 16 as well as conflict examples on pp. 13 & 25).

5. Generation of feasible and cost-effective implementing guidance for
various computer security subdisciplines associated with the implementation of
overall computer security policies (in addition to 3., above, highlighted
examples include communications security guidance specifically keyed to computer
systems and networks and similar tailored emanations security guidance).
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SURME

-rXEC=TIV! ERANCE CcMMv SECURITY POLZCY C'JOTS

1. DEPa ZIT/AGENCY PROMUZAT. G T3T DOCWM4IT:

2. DoCM4IT MDrTLCATION (Please complete questionnaire fdr drolft documents
if there is not yet an approved, published version of the same scope &
applicability):

a. Title (of document or that part/seetion dealing vith computer security):

b. Regulation or other Number, where applicable: _

a. Date (if revised, enter date of latest revision or change):

d. Check here only if document is an unapproved, unpublished draft:

3. A OR=TIE BASS(S) FOR POLICY (Please "X" all of the following that are

elcit~ly cited as au fority for the documnt; enter "0" foe others that
are cross-referenced for separate application):

a. Pertaining to classified National Scurity Information:

(1) Mocutive Order 12o65, "iationai security Inormation," June 28,
1978:

(2) USSAN (United States Security Authority for NATO Affairs)
Meorandum No. 1, "Tmplementation of NATO Security Procedure (U),"
17 Dec 1973, as amended (pertaining to NATO classified information):

(3) Atomic nergy Act of 1954, as Smnded (Public Lay 93-438,
pertaining to "Restricted Data" & Formerly Restricted Data"):

(I) Special access program for "intelligence" (i.e. "Foreign
intelligence" and "couterintallience" per SO 12036, (8),
below) under the cognizance of the Director of Central
Intelligenae (e.g. DCID No. 1/16):

(5) Other Departmnt/Aency Special Access Progra (e.g. Dept. of
Defense -- "Single Integrated Operational Plan-Extrmely Sensitive
Information/SIOP-M "):

(6) Executive Order 10865, "Safeguarding Classified Information
Within Industry," February 20, 1960, as 'mended:

(7) Presidential Directive/NSC-24 ("PD-2"), 16 Nov 77:

(8) Excutive Order 12036, "United States Intelligence Activities,"
january 26, 1978:

APMDIX B
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(9) "National Conunications Security Directive (U)," 20 Jun 1979:

b. Pertaining to Unclasified Information:

(1) Privacy Act of 19T4 (Public Law 93-M7, 5 U.S. C. 552%):
ad/or;

OMB Circular A-lO, "Responsibilities for the Maintenance of
Records About Individuals by Federal Agencies," July 1, 1975,
as amended and supplemented:

(2) reumittal emoraudum No. 1 to OmB Circular No. A-71, Security
of Automated Information Systems," July 27, 1978:

(3) Records withheld from public disclosure under the Freedom

of Information Act (5 U.S.C. 552):

c. Other General, Authoritative Bases:

(1) Prohibited Disclosure of confidential government information
(18 U.S.C. 1905):

(2) Federal Reports Act - Unlawful disclosure of information;
controlled release to other agencies ("i U.S.C. 3508):

(3) U alful personal use of public money, property or records

(18 U.S.C. 641):

(4) Robbery of personal propert7 of the U.S. (18 U.S.C. 2112):

(5) Injury or destruction of U.S. property (18 U.S.C. 1361):

(6) Willful, unlftful concealment, removal or mutilation of any
record or other item filed vith the U.S. (18 U.S.C. 2071):

(7) FPw (Federal Property anagemnt Regustion) 101-36.7,
Mauagement Sad Control of Computer Room and Related Support
Areas," Junm 15, 1978:

(8) FFM 101-35.17, "Privacy and Data Security for AUP aud
Tlecmnictions Systems," June 16, 1976:

(9) FPMW 101-34, "erency Preparedness Planning," June 16, 1978:

d. Other Authorities Cited -- Please identify fully as in 2., above, and
attach the information to this questionnaire.

U. App C MOF 7 POLICY (P10ase "I" all that aply):

. Applies to the departmsut/agency identified in 1., above, and its
components and facilities:

b. Avplies to all (or most) departmnt/agency contractors (i.e. any
industrial, educational, comrcial or other entity which has eecuted
a contr c V ith the deartment/agency):

.2



5. PROECT!ON SCcPE. (Please " " all that are included vithin the policy document):

a. Laformttion/da~t

(1) Classified National Security Wformaion:
and/or

Unclassified "National Security Related Tiformation:"

(2) Personal information relating to individuals ("Privacy"):

(3) Other agency/derartmant "sensitive information" and records:

b. (1) ADP system (i.e. "Automatic Daza Processing equipment," including
computers and auxiliary or accessorial equipment such as r/0
devices and com ications equipment):

(2) Areas housing ADp systems or their components (e.g. physical areas

containing main frem or remte terminals): -

(3) Computer Program (i.e. software)

(4&) Otoher AP resomres and supplies:

c. Does the policy generally contain security requirements pertaining
to the entire life cycle of ("x" if answer is "yes"):

(1) Th AW or comuter systems concerned:-

(2) Individual d4t/Application system:

6. SEC _.TT w ED CxLzs SPECIICALLY mcz (Please "x" all
requiremnt sets that are included in the policy document, to iiclude
requir mts that may be enumerated in A separate document -- e.g. the
comuter security docuet requfres personnel security or ccmaunications
security actions set forth in a refereced, separate document):

a. Personnel Security:

b. "sal. Security:

a. Commications Security:

d. Eaeuations Security:

e. Administrative/Proeduzal Security:

f. lard's.4e/Soft-ere Security:

-3-



7. PROGRAM COMPONENT ELEMENTS (Pleasa "X" all that are included in
essence within the document):

a. Assignment of Responsibility:

(1) For computer security within the Agency or Department
(i.e. specification of a headquarters staff element
as responsible for policy promulgation and program
oversight):

(2) For specific ADP systems or ADP installations (e.g.
Appointment of ADP System Security Officers):

b. Management Control Process to assure that administrative,
physical, technical and other safeguards are included in

agency computer systems:
c. Formally designated approving authority for the security

aspects of covered ADP systems:

d. Overall security specifications/requirements:

e. Review, test and/or evaluation required as basis for system
approval for operation:

f. Audit or other follow-up system or program security

evaluations:

g. Risk Analysis or Risk Assessment methodologies

h. Security Requirements/Specifications Applicable to
Procurement (i.e. equipment, systems or related services):

i. Requirements for Contingency Planning:

j. Personnel Screening Requirements

k. Specification of an authority to grant waivers:

1. Requirement to specify an ADP security budget:

8. APPROXIMATE NUMBER OF COMPUTER SYSTEMS COVERED BY POLICY (if known,
for example, through agency submissions to GSA inventory):

9. NUMBER OF PAGES (single-spaced pages or equivalent):

i0. QUESTIONNAIRE COMPLETED BY (Requested for purposes of follow-up only):

Name Telephone Number

--



GUIDANCE FOR QUESTIONNAIRE COMPLETION

General.

Policy documents reviewed for purposes of this survey are to
be only those documents (or parts of documents of larger scope) that
treat computer security in a more or less complete sense. This
includes both documents specifically on computer security and
esqentially complete in themselves (e.g. DoD Directive 5200.28 and
DCID No. 1/16) as well as sections or parts of larger documents
where the sections are essentially comprehensive computer security
documents in themselves (e.g. Part 6 on computer security, which is
a section of HRE's ADP Systems Manual, or Agriculture's "ADP Security
and Privacy" chapter of their Departmental Information Processing
Standards Manual).

By contrast, we are not interested for the moment in policy
documents that contain provisions representing clearly incomplete,
piecemeal elements associated with computer security. Examples
here are Defense's Information Security Program Requlation, which
includes security marking provisions for some ADP media, or Defense's
directive on "Life Cycle Management of Automated Information
Systems," which cites computer security requirements as a policy
consideration--neither of these, however, set forth computer
security policies in any comprehensive and enumerative sense.

It is recognized that subjective judgment is necessarily a
part of completing the questionnaire. The primary consideration for
survey purposes with regard to various policy attributes is presence
or absence, not relative degree of completeness. For example, on
question 7.a.(l), a policy document may assign program responsibility
poorly (e.g. fragmented assignment to multiple organizational
entities, with no one entity having overall responsibility), but it
does assign computer security responsibilities. Also, inferences
soul e made if the words in the questionnaire do not clearly
match verbiage in the document. For example, relating to question
5.c.(l), DoD Directive 5200.28 does not anywhere use the term "life
cycle," but it does require that continued approval for processing
classified information in an ADP system be based upon recurring
security evaluation of the system. In this case, the question should
be answered with an "X" since the provisions imply "cradle to grave"

" system security monitorship.

Please call if you have questions on borderline areas such as
the foregoing, as this will help to assure consistency in the
survey results.

Specific.

2. Essentially self-explanatory. However, where there is one
document amplified or supplemented by another document of the same
scope and applicability, please complete one copy of the questionnaire
for both documents (e.g. DoD Directive 5200.28 and its companion
manuwaTOD 5200.28-M, and DOE Order 5636.2 and its associated DOE
Manual 9636.2).

-~-.. -



3.a. Don't spend time hunting outside of the document itself
for these. For DoD documents implementing DoD Directive 5200.28,
however, the "X" should be entered for E.O. 12065, because the
implementations are tertiary.

3.b.&c. "X" only those that are cited.

4.b. has been modified to indicate "all (or most) department/
agency contractors" in recognition of a provision in the Industrial
Security Manual (covering DoD Component and 16 other Executive
Branch department and agency classified information with
contractors) that excludes only government-owned, contractor-
operated systems located on government premises.

S. Unless easily found, leave blank, and I will enter this from
the GSA Inventory where appropriate.

. .. . ,.. .. ., m , i



COMPUTER SECURITY POLICY rOC!IMENTS PFVIEEl

--Department/Agency Level rocuments--

Department of Defense

DoD Directive 5200.28, "Security Requirements for Automatic Data
Processing (ADP) Systems"

DoD Manual 5200.28-M, "ADP Security Manual--Techniques & Procedures
for Implementing, Deactivating, Testing, and Evaluating Secure
Resource-Sharing ADP Systems"

Assistant Secretary of Defense Comptroller Memorandum, "Interim Policy
on Safeguarding Personal Information in ADP Systems"

Section XIII, "Security Requirements for APP Systems," DoD Manual 5220.22-M,
"Industrial Security Manual for Safeguarding Classified Information"

PoD Manual. C-5030.58-M, "Defense Special Security Communications System--
Security Criteria and Telecommunications Guidance (U)"

Army Regulation 380-380, "Automated Systems Security"
OPNAVINST 5239.1, "Department of the Navy Security Program for Automatic

Data Processing Systems"
Air Force Regulation 300-8, "Automated Data Processing System (AnPS)

Security Policy, Procedures, and Responsibilities"
Air Force Regulation 300-13, "Safeguarding Personal Data in Automatic

Data Processing Systems"
DIA Regulation 50-23, "Security Requirements for Automatic Data

Processing (ADP) Systems"
DIA Manual 50-4, "Security of Compartmented Computer Operations (U)"
DIA Manual 50-5, "Sensitive Compartmented Information (SCI) Contractor

Administrative Security -- Volume II (U)"
NSA/CSS Directive 10-27, "Security Requirements for Automatic Data

Processing (ADP) Systems"
T¢SA/CSS Manual 90-4, "ADP Security Design and Operating Standards (U)"

Deoartment of Energy

DOE Order 5636.2, "Security Requirements for Classified Automatic Data
Processing Systems"

DOE Manual 5636.2, "Computer Security Guidelines for Classified Automatic
Data Processing Systems"

DOE Order 1360.2, "Computer Security Program for Unclassified Computer
Systems"

NASA

NASA Management Instruction 2410.7, "Assuring Security and Integrity of
NASA Data Processing"

APPENnIX C
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Department of Transportation

DOT Order 1640.7, "Department of Transportation Automatic Data Processing
Security Policy"

DOT Order 1640.8, "Department of Transportation Automatic Data Processing
Security" (DOT ADP Security Handbook)

Department of Treasury

DOT Order 102-3, "Personnel, Physical and Automatic Data Processing (ADP)
Systems Security -- Organization and Delegation of Authority"

Treasury Directive 10-08, Part VII, "ADP Resource Protection"
Treasury Directive 10-08, Part VII, "ADP Privacy Act Guidelines"
Treasury Directive 10-08, Part VII, (DRAFT) "ADP Resource Protection

Guidelines"

Department of HEW

Part 6, "ADP Systems Security," Chapter 6-00, HEW ADP Systems Manual

Department of Agriculture

Chapter 6, "ADP Security and Privacy," Departmental Information Processing
Standards (DIPS) Manual

"ADP Security Handbook," USDA DIPS Manual Supplement

Department of Justice

DOJ Order 2640.2, "Automatic Data Processing (ADP) Security"

Nuclear Regulatory Commission

Part XII, "Security of Automatic Data Processing Systems," Appendix to
NRC Manual Chapter 2101, "NRC Security Program"

Part XVII, "Automated Information Systems Security Program for Sensitive
Data," Appendix to NRC Manual Chapter 2101

--National Level Documents--

Office of Management & Budget, Executive Office of the President

Transmittal Memorandum No. 1 to OMB Circular A-71, "Security of Federal
Automated Information Systems", to include, by direction:

-,
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° Federal Personnel Manual Letter 732-7, "Personnel Security Program for
Positions Associated with Federal Computer Systems," (Subsequently
incorporated i'n the FPM as Section 9, Subchapter 1, Chapter 732)

" Federal Personnel Manual Bulletin 732-2, "Authorities and Guidelines
for Investigations of Persons Having Access to Federal Computer
Systems and Information in Those Systems"

" Amendment to Federal Property Management Regulations Part 101-35
to add I01.35.3, "Security of Federal ADP and Telecommunication
Systems"

Amendment to Federal Property Management Regulations, Subpart 101-36.7,
retitled: "Environmental and Physical Security"

o Amendment to Federal Procurement Regulations to Section 1-4,1104,
"Request for Procurement Action," to include computer security
requirements

o Amendment to Federal Procurement Regulations to add Section 1-4.1107-21,
"Computer Security Requirements"

OMB Circular A-108, "Responsibilities for the Maintenance of Records About
Individuals by Federal Agencies"

U.S. Security Authority for NATO Affairs

Section X, "Protection of NATO Classified Information Handled and Stored
in Automatic Data Processing Systems (U)," Enclosure 1 to USSAN
Instruction 1-69, "Implementation of NATO Security Procedure (U)"

And Othe.s

-- - - - - - - -



**7 -C.- Zxecutive Brirnc DeD~rtments 3% \encies*- V

- Total Agencies: 15
- TotA1 documents: 32

SURME - Tot-l questionn-ires: 27

EUtCTI'V3 BRANCH COMPUM S=CUITT POLICY DOCUMTS

i. DEPAR'flmT/Ar.Excy PS0)6m AT:NO T DOC==~N

2. DOCUM3T ME T ICT M W

3. AuTwRlrT'nV BAsrs(Es) FOR POLiCY

a. Pertaining to classified National Seu-i._ rnformftion:

(1) Executive Order 12065, "National Security Information," June 26,
1978: 17 (63%)

(2) USSAN (United States Security Authority for NATO Affairs)
Memorandum No. 1, "Imlementation of NATO Security Procedure (U),"
17 Dec 1973, as amended (pertaining to NATO classified information): _

(3) Atomic Eergy Act of 1954, as amnded (Public Lay 93-438,
pertaining to "Restricted Data" & Formrly Restricted Data"): 2 (7%)

(4) Special access program for "intelligence" (I.e. "Foreign
intelllgence" and "counterinteligence" per 3O 12036, (8),
below) under the cognizance of the Director of Central
Intelligence (e.g DCI No. 1/16): (30%)

(5) Other Department/Agncy Special Access Progrm (e.g. Dept. of
Defense -"Single Integated Operational Plan-Extremely Sensitive
Thformation/STOP-ES" ): 0

(6) Iecutive Order 10865, "Safeguarding Classified Information
within Industry," February 20, 1960, a eended:

(7) Presidential Directive/SC-24 (1"WD-24 "), 16 Nov 77:

(8) Ecutive Order 12036, "United States Intelligence Activities,"

Jaduary 26, 197: (

APPEM IX D



V

(9) '"Nationl CoMMunc tons Security Directive (U)," 20 Jun 1979: 4 (15%)

b. Pertaining to Unclassified Information:

(1) Privacy Act of 1974 (Public Lav 93-579, 5 U.S. C. 552%): 11 (41%)

and/or;
OMB Circular A-108, "Responsibilities for the Maintenance of
Records About Individuals by Federal Agencies," July 1, 1975,
s amended and supplemented: 3 (11%)

(2) Transmittal Memorandum No. 1 to OMB Circular No. A-T1, Security 8 (30%)

of Automated Information Systems," July 27, 1978:

(3) Records withheld from public disclosure under the Freedom 2 (7%)
of Information ct (5 U.S.C. 552):

c. Other General, Authoritative Bases:

(1) Prohibited Disclosure of confidential government information
(18 U.S.C. 1905): 1

(2) Federal Reports At - Unlawful disclosure of information;
controlled release to other agencies (44 U.S.C. 3508): 1

(3) nlavful personal use of public money, property or records
(18 U.S.C. 641): 1

(4) Robbery of personal property of the U.S. (18 U.S.C. 2112):

(5) Injury or destruction of U.S. property (18 U.S.C. 1361): 1

(6) Willful, unlawful concealment, removal or mutilation of any
record or other its. filed with the U.S. (18 U.S.C. 2071): 1

(7) FMR (Federal Property Management Regulation) 101-36.7,
Managemnt ad Control of Computer Room and Related Support
Areas," June 15, 1978: 1

(8) FPM7 101-35.17, "Privacy and Data Security for ADP and

Telecommnicstions System," June 16, 1978: 1

(9) FRR 101-34, "Emergency Preparedness Planning," June 16, 1978: 0

d. Other Authorities Cited -- Plefse identify fully an in 2., above, and
attach the information to this questionnaire.

19. APPLICAILITT OF POLICY (Please "X" all that apply):

a. Applies to the depsrtment/agsncy identified in 1., abowe, and its

components nd facilities:(93)

b. Applies to all (or most) department/agency contractors (i.e. any
industrial, educational, comercial or other entity which has executed 23 (85%)
a contract with the department/asency): -

-2-



5.PROTECTION SCOPE (Please "X" al. that are included within the policy document):

4. Information/data

(1) Classified National Security Taform'tion: ZLL2%)
ad/or

Unclassified "National Security Related Information:" L3)

(2) Personal information relating to individuals ("Privacy"):165

(3) Other agency/department 'sensitive information" ad records:145

b. (1) ADP system (i.e. "Automatic Date Processing equimnt," including
computers and auxiliary or accessorial equipment such as 1/0
devices ad cosounications equipment): aU0%

(2) Areas housing ADP systems or their components (e.g. physical areas
containing main frame or remote terminals):

(3) Computer Program (i.e. software) !14-(89%)

(14) Other ADP resources and supplies: 17 (63%)

oc. Does the policy generally contain security requirements pertaining
to the entire life cycle of ("X" if answer is "yes"):

(1) The ADP or computer system concerned: 23 (85%)

(2) Individual data/ftpplication system 17 (631%)

6. COmm sECURITY SUDSCpLflI SPECWICALLY flIcuID (Please xV alU.
requirement sets that are included in the policy document, to incelude
requirements that may be enumerated in a separate document -- e.g. the
comuter security document requires personnel security or commnications
security actions set forth in a referenced, separate document):

a.Personnel Security: 26 (96%)

b.Physical Security: 27 (100%)

c.* Communications Security: 214 (89%)

d. Emanations Security: 19 (70%)

a. Administrative/Procedural Security: 26 (96%)

f. Hardwre/Software Security: 26 (96%)

-3-



7. PROGRAM COMPONENT ELEMENTS (Please "X" all that are included in
essence within the document):

a. Assignment of Responsibility:

(1) For computer security within the Agency or Department
(i.e. specification of a headquarters staff element
as responsible for policy promulgation and proqram
oversight):

(2) For specific ADP systems or ADP installations (e.g.
Appointment of ADP System Security Officers):

b. Management Control Process to assure that administrative,
physical, technical and other safeguards are included in

agency computer systems: 6 (964)
c. Formally designated approving authority for the security

aspects of covered ADP systems:

d. Overall security specifications/requirements: 23(85%

e. Review, test and/or evaluation required as basis for system
approval for operation: 20 (7%)

f. Audit or other follow-up system or program security
evaluations: 21 (78%)

g. Risk Analysis or Risk Assessment methodologies 19(70%

h. Security Requirements/Specifications Applicable to
Procurement (i.e. equipment, systems or related services): 20 (74%)

i. Requirements for Contingency Planning: 18 (67%)

j. Personnel Screening Requirements 21 (78%)

k. Specification of an authority to qrant waivers: 15 (56%)

1. Requirement to specify an ADP security budget: (15%)

-4-
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*-Total. docmets: 13

--Total qmuE lms:

-4ot12. paos: 126

4. App7F4ICM= OF pOLI (n.'. "Xw &L. that anly):

A.V91108 to t~m dOVrt=t/44uC7 identified in 1., abov, ftd its
ComonentsanSd fucilities: 5 (1CO%)

b. Ajpl±., to &LI (or =&t) depArtmmt/apacy cautractors (i.e. any
industrial, educational, comercia. or other entity which has ezecutod
a contract with the 4eperemnt/aSRUC7): 5(0%
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5. PCTcrO SCOPE (Please X" all thaLt are included w thin the policy docuent):

. formation/data

(1) Classified aWtional Security Iformation: 4
and/or

Unclaesified "National Security Related Information: "  1 (0)

(2) Personal information relating to individuals ("Privacy'): 3 (64)

(3) Other asncy/deprtnt "sensitive information" and records: 2

b. (1) A sywtems (i.e. "Automatic Data Processing equimnt," including
CCMP~rs and &Iliary or accessorial equipment such as 1/O
dee edcommnton equipmnt): 5 (100%)

(2) Areas bowing AUP s.stems or their components (e.g. physical ares
contafining main frein or remte terminals): l4 (80%)

(3) Computer Program (i.e. saft are) 4 (80%)

(4) Other AM resources and supplies: 3 (60.4)

c. Does the policy generally contain security requirements pertaining
to the entire life cymcle of ("X" if ustimr is "yes"):

(1) T AMP or cemuter system concerned: 4, (80%)

(2) Indivi.duaal data/applicetion system: 1& (80%)

6. W SBCT! SDMC S SPECFICALLY MC (please -W- all
requsaemnt, sets that are included in the policy document, to include
requirments that ma7 be enumerated in separtte docment; -- e.g. the
computer security document requires personnel security or co~munications
security actions set forth in a referenced, separate document):

a. Persounel Security:

b. pbysical Security*:

c. CMications Security:

d. 1 n-ations Security: L6, )

a. AdinMitrative/Procedural Security:

f. xardyar*/Software Security:



i

7. P OG.AM COMPONENT ELEMENTS (Please "X" all that are included in
essence within the document):

a. Assignment of Responsibility:

(1) For computer security within the Agency or Oepartment
(i.e. specification of a headquarters staff element
as responsible for policy promulgation and proqram
oversight):

(2) For specific ADP systems or ADP installations (e.g.
Appointment of ADD System Security Officers): k..gj

b. anagement Control Process to assure that administrative,
physical, technical and other safeguards are included in

agency computer systems: 5 (1004
c. Formally designated approving authority for the security hJLA

aspects of covered ADP systems:

d. Overall security specifications/requirements:

e. Review, test and/or evaluation required as basis for system
approval for operation: (

f. Audit or other follow-up system or program security

evaluations:

q. Risk Analysis or Risk Assessment methodologies 3 (60%)

h. Security Requirements/Specifications Applicable to
Procurement (i.e. equipment, systems or related services): 3 (60%)

i. Requirements for Contingency Planning: 1 (20%)

j. Personnel Screening Requirements 14 (80%)

k. Specification of an authority to grant waivers: 11 (80%)

1. Requirement to specify an ADP security budget: 1 (20%)



January 1979

AGENCY COMPUTER SECURITY PROGRAM CHECKLIST

Use: To determine whether agency security programs conform
to the requirements of OMB Circular No. A-71, Transmittal
Memorandum No. I dated July 27, 1978.

Agency:

Date of Plan(s):_

ASSIGNMENT OF RESPONSIBILITY FOR COMPUTER SECURITY

Has the agency identified the individual having lead
responsibility for computer security?

* Name of Individual

* Title

* Mailing Address

o Phone Number

Has the agency assigned responsibility for computer
security at each headquarters and field organization?

Have the names and titles of individuals responsible
for computer security at each facility/installation
been identified?

Do the individuals assigned responsibility for computer
security have both computer and security experience?

Has responsibility for computer security been formally
assigned?

o By delegation memo?

By job description?

* By charter statement?

* Other?

MANAGEMENT CONTROL PROCESS FOR COMPUTER APPLICATIONS

Has the agency described a management control process
to assure that appropriate administrative, physical
and technical safeguards are built into all computer
systems?

AFpU=Dy
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Has the management control process been formally
promulgated?

Does the process allow for evaluation of the
sensitivity of each current and new computer
application?

* Does the process define the relative roles of the
user, developer and operator of systems in deter-
mining the sensitivity of systems?

* Who makes the final system sensitivity determination?

SECURITY SPECIFICATIONS

Does the agency management control process provide for
defining and approving security specifications prior to
programming new applications or making significant
changes to old applications?

Does the security specification development and
approval process provide for consideration of the
views of the user, the developer, the service organiza-
tion, the individual assigned responsibility for com-
puter security, and agency audit staff?

Does the process define "significant changes to
existing systems" and establish procedures for
approval of security provisions prior to making
changes to existing systems?

Does the plan identify a date by when a review of
security specifications for existing systems will be
completed? Dates by when corrective action will be
completed?

( ) Is the final authority for approving computer system
security specifications clearly defined and formally
established?

o Who makes the decision?

Do the procedures assure that provisions of the approved
security specifications are incorporated in agency
administrative procedures and programming specifications?

* Who is responsible for follow-up?
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DESIGN REVIEW PROCESS

Do the agency procedures establish requirements and
responsibilities for conducting design reviews?

( ) Does the design review process provide checks and
balances to assure adherence to the approved security
specification?

Does the procedure provide for documenting design
review results?

Is the responsibility for approving system designs
subsequent to design reviews established?

Who approves?

SYSTEM TEST PROCESS

( ) Do the agency procedures establish requirements and
responsibilities for conducting and approving systems
tests?

) Are the relationships between the design review pro-
cess and system test processes established?

Do the agency's system test procedures require
testing of all aspects of security -- including
administrative procedures, financial checks and
balances, physical security and technological
security, features?

Are the results of previous audits considered in
the test procedures?

Does -he procedure provide for documenting system
test . 3ults?

Are responsibilities for conducting system tests
established?

* Who is responsible?

SYSTEM CERTIFICATION PROCESS

C ) Does the agency management control process preclude
operation of any new or modified system prior to
satisfactory completion of systems tests?
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Do the certification procedures assure conformance to
approved security specifications?

Do the certification procedures assure that all
applicable Federal policies, regulations, and
standards have been complied with?

( ) Do the procedures provide for periodic recertifica-
tion of systems?

( ) Do the procedures provide for certification of all

current operational systems?

When will they be completed?

Does the agency program define policies, criteria, and
timetables for periodic recertification of systems?

( ) Are responsibilities for certification and recertifica-
tion of systems established?

a Who is responsible?

AUDIT/EVALUATION REQUIREMENTS

) Does the agency programs make a distinction between
security audits and security evaluations?

Have audit requirements been formally established?

* Who is responsible?

( ) Have evaluation requirements been formally established?

" Who is responsible for the evaluation program?

" What organizations will participate in the security

evaluation process?

( ) If agency program includes both audits and evaluations --
has a coordination mechanism been established between
audit and evaluation groups?

* Who is responsible?

( ) Has a master audit/evaluation schedule been prepared?

* Have criteria been established for determining the
priority of audits/evaluations?



" Are high risk or highly sensitive applications
identified?

0 Have timetables been established for conducting
audits/evaluations of all sensitive applications
established?

" Is the interval for periodic audits/evaluations
equal or less than three years?

Is the audit or evaluation performed by an organization
independent of the user and computer facility manager?

Have computer audit and/or evaluation guidelines been
established?

Where applicable, are computer system audit require-
ments included in agency IG implementation plans?

Are the documented system security specifications,
design review results, system test results, and
system certifications made available to the audit
and evaluation staffs?

Has the agency established an information system
audit/evaluation training program?

( ) Does the audit/evaluation function include

a Examination of data sensitivity?

o Verification and validation of the adequacy of
physical, administrative, financial, and technical
control?

* Adequacy of security administration?

RISK ANALYSIS PROCESS

Has the agency assigned responsibility for conducting
periodic risk analyses?

* Who is responsible?

Does the risk analysis adequately measure the
vulnerabilities at the installation?

.- ' Related to the potential for fraud or theft?
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0 Related to the potential for inadvertant error or
improper disclosure of information?

0 Related to the potential financial risk?

O Related to the potential of causing harm to individuals

or infringing on their rights of privacy?

o Related to the protection of proprietary data and
potential harm to business?

Has the relationship between the organization responsible
for conducting risk analyses and other organizational
elements been defined?

0 Relationship to IG function?

* Relationship to audit function?

* Relationship to evaluation function?

0 Relationship to inspections function?

0 Relationship to security function?

0 Relationship to program office?

o Relationship to computer operational function?

Are requirements established for the conduct of risk
analyses for government-owned-contractor-operated
(GOCO) facilities as well as government operated
facilities?

Does the agency program include provisions for assessing
risks related to computer services provided by other
agencies and those provided through commercial
services?

GSA only - Have provisions been made to assess risks
of government-wide services provided to agencies by
or through GSA, to advise agencies of the level of
security provided by those services?

Where applicable, are the requirements for computer
risk analyses included in agency vulnerability assess-
ment plans being developed to-implement the I.G.
legislation?
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Has a specific timetable for conducting risk analyses
been established?

* Is the interval between risk analyses commensurate
with the sensitivity of the information processed?

o Is the interval between risk analyses less than
five years?

Where sensitive applications represent only a small
portion of the workload of a particular computer,
has consideration been given to moving the applications
to a secure installation and avoiding the need to
secure the complete installation for a small portion
of its workload?

Do the agency procedures require that a risk analysis
be performed:

Prior to the approval of design specifications
for computer installations?

o Whenever there is a "significant change" to the
physical facility, hardware or operating system
software?

Has the agency defined "significant change"?

Is the definition of "significant change" commensurate
with the sensitivity of the information processed by
the installation?

Are NBS draft guidelines on conducting risk assess-

ments included in agency guidance?

PROCUREMENT REQUIREMENTS

Have agency policies and procedures been established to
assure that security requirements are included in
specifications for:

" Equipment?

" Computer processing services?

" Facility management services?

" General purpose software?

I-
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o Operating system software?

" Design or programming of applications?

Are the specifications reviewed by the security
official to verify that:

" They are reasonably sufficient for the intended
application.

o That they comply with current Federal computer
security policies, procedures, standards and
guidelines.

) Have the requirements been incorporated in the agency
procurement policies and regulations?

Do the procedures require review of the adequacy and
security provisions in current contracts, consider
the feasibility of renegotiating existing contracts
where appropriate, or modifying the terms of existing
contracts prior to renewing the contracts or
exercising any extension options under the contracts?

( ) Has responsibility for these matters been assigned?

o To whom?

CONTINGENCY PLANS

Has the agency established policies and responsibilities
to assure that contingency plans (in the event of natural
disaster, hardware/software failure, or any events which
could cause a significant description of service) are
developed and maintained?

Are the contingency and back-up requirements established
by the agency commensurate with the risk and magnitude
of potential loss?

Are the contingency plans reviewed and tested at periodic
intervals? What intervals?

Are the test intervals commensurate with the risk and
magnitude of potential loss?

PERSONNEL SCREENING REQUIREMENTS

Has the agency established personnel security policies
for screening individuals?
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Does the personnel policy provide for levels of screening
commensurate with the sensitivity of the function?

'( ) Do the agency policies and criteria consider separation
of duties in sensitive processes so that each position
would be less sensitive?

) Have screening requirements for contractor personnel
been established and implemented?

Are the personnel policies consistent with FPM letter
732-7?

RESOURCE ESTIMATES ($ in thousands)

One-time Costs. Staff-Years $

On-going Costs. Staff-Years $

GENERAL COMMENTS

REVIEWER:

DATE:

- __... .. _____



COMPUTER SECURITY

A list of policies, regulations, reports and
other reference documents pertaining to the
development of Federal computer security pro-
grams :

0 To reduce fraud and waste.

a To protect personal, proprietary and

other sensitive information.

Office of Mani tme and Budget
Information Systgs Policy Division

Februsiry 11979



OMB POLICIES

o 0MB Circular No. A-71, Transmittal Memorandum No. 1,
"Security of Federal automated information systems,"
July 27, 1978 (Copy attached).

- Agency Computer Security Program Checklist,
January 1979 (Copy attached)

' OMB Circular No. A-108 as amended, "Responsibilities
for the maintenance of records about individuals by
Federal agencies," July 1975.

FEDERAL PERSONNEL MANUAL REQUIREMENTS

0 FPM letter 732-7 "Personnel Security Program for
Positions Associated with Federal Computer Systems,"
November 14, 1978.

FEDERAL PROCUREMENT REGULATIONS

0 FPR 1-4.11 "Procurement and Contracting for Government-
wide Automatic Data Processing Equipment, Software
Maintenance Services, and Supplies," September 1976.

0 FPR 1-1.327 "Protection of the Privacy of Individuals,"

September 1975.

FEDERAL PROPERTY MANAGEMENT REGULATIONS

" FPMR 101-36.7 "Management and Control of Computer Rooms
and Related Support Areas," June 15, 1978.

" FPMR 101-35.17 "Privacy and Data Security for ADP and
Telecommunications Systems," June 16, 1978.

" FPMR 101-20 "Management of Buildings and Grounds,"
June 16, 1978.

" FPMR 101-34 "Emergency Preparedness Planning," June 16,
1978.

* FPMR 101-37.6 "Essential Telephone Services During
Emergencies," June 16, 1978.

STANDARDS

P lIPS PUB 46 "Data Encryption Standards," January 15,
1977.

I-
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GUIDELINES

" FIPS PUB 31 "Guidelines for ADP Physical Security and

Risk Management," June 1974.

" FIPS PUB 39 "Glossary for Computer Systems Security,"

February 15, 1976.

o FIPS PUB 41 "Computer Security Guidelines for Imple-
menting the Privacy Act of 1974," May 30, 1975.

" FIPS PUB 48 "Evaluation of Techniques for Automated

Personal identification," April 1, 1977.

o "Standard Practice for the Fire Protection of Essential
Electronic Equipment Operations" published by the
National Fire Prevention and Control Administration of
the Department of Commerce, August 1978.

GAO REPORTS - which identify computer system design and
security problems.

o FGLMSD-76-5 "Improvements Needed in Managing Automated
Decisionmaking by Computers Throughout the Federal
Government," April 23, 1976.

0 FGLMSD-76-27 "Computer-Related Crimes in Federal Programs,"

April 27, 1976.

o FGMSD-76-40 "Managers Need to Provide Better Protection
for Federal Automatic Data Processing Facilities,"
May 10, 1976.

* FGMSD-77-32 "Computer Auditing in the Executive Depart-
ments: Not Enough is Being Done," September 28, 1977.

" FGMSD-77-14 "Problems Found with Government Acquisition
and Use of Computers from November 1965 to December 1976,"
March 15, 1977

o LCD-77-102 "Vulnerabilities of Telecommunications Systems

to Unauthorized Use," March 31, 1977.

" FGZ.MSD-76-82 "New Methods Needed for Checking Payments
Made by Computers," November 11, 1977.

" FPCD-77-64 "Proposals to Resolve Longstanding Problems
in Investigations of Federal Employees," December 16, 1977

" LCD 76-102 "Challenges of Protecting Personal Information
in an Expanding Faderal Computer Environment," April 28,
1978.
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" LCD-76-115 "Safeguarding Taxpayer Information--An Evalua-
tion of the Proposed Computerized Tax Administration'
System," January 17, 1977.

* ERD-78-116 "Procedures to Safeguard Social Security
Beneficiary Records Can and Should be Improved,"
June 5, 1978.

O FGMSD-78-27 "Inadequacies in Data Processing Planning
in the Department of Commerce," May 1, 1978.

" CED-78-84 "Problems Persist in the Puerto Rico Food
Stamp Program, The Nation's Largest," April 27, 1978.

SERD-77-110 "Privacy Issues and Supplemental Security
Income Benefits," November 5, 1977.

* LCD-78-123 "Automated Systems Security -- Federal
Agencies Should Strengthen Safeguards Over Personal
And Other Sensitive Data," January 23, 1979.

REFERENCE DOCUMENTS

0 Senate Governmental Affairs Committee Print - "Problems
Associated with Computer Technology in Federal Programs
and Private Industry," June 21, 1976.

* Senate Governmental Affairs Co nittee Print - "Computer
Security in Federal Programs," February 1977.

The Report of the Privacy Protection Study Commission -
"Personal Privacy in an Information Society," July 1977.

* "Report of the Commission on Federal Paperwork, Final
Summary Report," October 3, 1977; and "Confidentiality
and Privacy," June 29, 1977.

* "Computer Security Publications" published by the
Insti.tute for Computer Sciences and Technology of the
National Bureau of Standards, July 1978.



EXTRAC7S PROM:

AUDIT REPORT

SUMMARY REPORT ON THE AUDIT OF

ADP SYSTEMS SECURITY AND PRIVACY AT

SELECTED DEFENSE DATA PROCESSING INSTALLATIONS

DEFENSE AUDIT SERVICE

"Serving Wanagernent"

AUDIT REPORT NO. 952

DATE SEPTEMBER 29,. 1978
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REPOS ISSUE

Defense Audit Service Tzber Date

Report on the Audit of AEP System
Security and Privacy at the Defense

mmercial Ctunuicati ns Office 838 Dec 6, 1977

Report on the Audit of A3P Systst.
Security and Privacy at Selected
Defense Logistics Agency Activities 852 Feb 7, 1978
Report on the Audit of AM Systeus
Security and Privacy at Selected
Defense Nuclear Agency Activities 862 Mar 7, 1978

Report on the Audit of AEP Sytstu
Security and Privacy at the Office
of the Civilian Health and Medical
Program for the Uniformed Services 873 Mar 28, 1978

Army Audit Agency

Rport of Audit, System Security and
Privacy at Data Processing
Installations B 77-219 Aug 31, 1977

Naval Audit Service

Audit Survey Report, Security
Considerations in Automatic Data
Processing System Preventing Fraud
in Supply Operations 120086 Nov 23, 1977

Air Force Audit Agency

Interservice Audit of Cazputr
Systems Security and Privacy SPA 75333 Dec 21, 1977
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PROPOSED DOD S NSITIVITf CATWORIES
C

Sesitivity Categories -- 2" a A.1a&Lanj, (Figure 1)
ADP I, "Critical-Sensitive". DoD data and applications stored or processed
in, or communicated, displayed or disseminated by, an Automatic Data
Processing (ADP) System shall be cacegorized as ADP I when one or more
of the following criteria are met:

- Top Secret National Security Information -- The data or applics-
tions require protection in the interest of national security, and the
classification designation is "Top Secret" (DoD Regulation 5200.1-R);

- Mission Critical -- The data or applications are such that the
denial of use, loss, compromise, disablement or unauthorized alteration
thereof could reasonably be expected to directly and gravely degrade or

APPENDIX It

p. - -



cua

* ..

I- I -

11- C
I- -j

a .. c a

C3 '3 = >

96 Cn L. Ca Ca C0

113 6U.4

i Ca



I

jeopardize the capabilities of a Military Department, the Joint Chiefs
of Staff, a Defense Agency or a Unified or Specified Command to tiaely
and effective discharge of their primary functions (DoD Directive 5100.1)
in support of DoD emergency and/or war plans;

- Life Critical -- The data or applications are such that the
denial of use, loss, compromise, disablement or unauthorized alteration
thereof could reasonably be expected to directly and gravely jeopardize
human life;

- Automated Decisioumakin$ Systems -- Applications, not otherwise
included in the foregoing, which issue checks, requisition supplies or
perform similar assets control functions, based on programmed criteria
with little human intervention, wherein the potential loss or exploitable
monetary value of the assets handled could exceed $10,000,000 per year.

ADP II, "Noncritical-Sensitive". DoD data and applications, which do
not meet any of the foregoing criteria for category ADP I, shall be
categorized as ADP II when one or more of the following criteria are
met:

- Secret or Confidential National Security Information -- The data
or applications require protection in the interest of national security,
and the classification designation is either "Secret" or "Confidential"
(DoD Regulation 5200.l-R);

- Mission Critical -- The data or applications are such that the
denial of use, loss, compromise, disablement or unauthorized alteration
thereof could reasonably be expected to degrade or jeopardize component
command or major staff element capabilities to support timely and effec-
tive discharge of Military Department, OJCS, Defense Agency or U & S
Co mand missions and functions;

- Privacy -- The data or applications involve personal information

requiring protection pursuant to the Privacy Act of 1974 (DoD Directive
5400.7);

- FOIA Exemptions -- The data or applications (unclassified) have
been determined to be exempt from public disclosure, consistent with the
requirements of the F-eedom of Information Act (FOZA) (Section VI, DoD
Directive 5400.7);

- Automated Decisionmakint Systems -- Applications, not otherwise
included in the foregoing, which issue checks, requisition supplies or
perform simiLar assets control functions, based on programmed criteria
with little human intervention, wherein the potential loss or exploitable
monetary value of the assets handled could range between $1,000,000 and
$10,000,000 per year.

AD? u11, "Nonsensitive". All other DoD data and applications which do
not meet the criteria for categories ADP I or ADP II as set forth above.

AI



Sensitivity Categories -- ADP Systems (Figure 2)

ADP 1I "Crit.ical-Sensitive". ADF systems shall be categorized as ADP I
when either of the following criteria is met:

- ADP I Data or Aplications -- The AD? system stores or processes
one or more sets of data or applications categorized as ADP 1, "Critical-
Sensitive," pursuant to the criteria herein; or,

- Antomated Decisionumaking System -- The ADP system handles "auto-
mated decisionmaking systems' wherein the aggregate total potential loss
or exploitable monetary value of assets handled collectively by the ADP
system's automated decisomaking system applications could exceed
$10,000,000 per year.

ADP 11, "Noncritical-Sensitive" ADP systass, which do not meet any of
the foregoing criteria for category ADP 1, shall be categorized as ADP
1I when either of the following criteria is mt:

- ADP 11 Data or Applications -- The ADP system stores or processes
one or more sets of data or applications categorized as ADP 1; or,

- Automated Decisionmakins Systems -- The ADP system handles "auto-
mated decisionmaking systems" wherein the aggregate total potential loss
or exploitable monetary value of assets handled collectively by the ADP
system's automated decisiomaking systems applications could fall between
$1,000,000 and $10,000,000 per year.

ADP III. "Nonsensitive". All other ADP systems processing DoD data or

appiications.

Sensitivity Categories -- Personnel Positions (Figure 3)

ADP I. "Critical-Sensitive". Positions of personnel requiring access to
ADP I DoD data or applications OR unescorted access to an ADP I ADP
system(s).

ADP II. " oncritical-Sensitive". Positious of personnel requiring
access to AD? II DoD data or applications OR unescorted access to an AD?
II ADP systam(s).

ADP irr. "Nouensitive". Positions of all other personnel requiring
access to DoD data or applications OR requiring unescorted access to an
ADP system containing DoD data or applications.

Now when we link the foregoing to the system security mode concepts
already presented, we have the capability to minimize personnel security
clearances for systems, based, in the terms of this seminar, on the
relative "trustedness" of the internal system security controls. For
example:
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Adjustments for Position Sensitivity Categories (Figure 4)

1. "Multilevel and Controlled Mode" Systems -- The positions of
ADP System Users with access to systems already approved to operate in
either the "Controlled Security Mode" or the "Multilevel Security Mode"
pursuant to DoD Directive 5200.28 (or, for contractor ADP systems, DoD
Manual 52.20.22-M) shall be designated in the position sensitivity cate-
gory commensurate with the most sensitive category of the DaD data or
application(s) they iil access under system constraints.

2. "Temporarily Dedicated" Systems -- The positions of personnel
with access to AD? systems currently operating under procedures that
effect temporary dedication to different sensitivity categories at
different periods of time (also called "color changing" or "periods
processing") shall be designated in the sensitivity category comen-
surate with the most sensitive category of DoD data or application(s)
contained in the system during periods of each individual's access to
the system. In remotely accessed system, this will include remote
terminal users wherein the remote terminal is disconnected during higher
sensitivity category processing periods.

3. "Output Only" - The positions of ADP System User personnel
shall be designated in the position sensitivity category commensurate
with the category of only the system output they actually receive when:
(1) such personnel do not input to or otherwise directly interact with
the system (CI.e., no "hands on" or other direct input or inquiry capa-
bility), an, (2) the output products are either reviewed prior to
dissemination or otherwise determined to be properly identified as to
content, intended recipient and sensitivity category (i.e., systems
approved to implement this option pursuant to paragraph rV.C.5.b., DoD
Directive 5200.28 or for contractor AD? systems, paragraph 108, DoD
Manual 5220.22-1).

4. "Technical Review" -- The positions of personnel who design,
develop or generate DoD data or applications, or who generate input to
an ADP system containing DoD data or applications, shall be designated
in a less sensitive position category when (1) such personnel do not
have access to ADP system containing higher sensitivity category data
or applications, and (2) when the product or input generated by such
personnel is subject to "Technical Review."

The most important consequence of the foregoing is that if we pursue
this concept then the need for "trusted" systems, just within Defense,
will expand from potentially 27% of our inventory (the subcet that
processes classified information) of general purpose ADP systems to
100%. With Defense contractors, the requirement is expected to also
increase, although there is no basis for anticipating spacific numbers.
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COMPTROLLER GENERAL'S AUTOMATED SYSTEMS SECURITY--
REPORT TO THE CONGRESS FEDERAL AGENCIES SHOULD

STRENGTHEN SAFEGUARDS OVER
PERSONAL AND OTHER SENSITIVE
DATA

DIGEST

Federal agencies GAO surveyed did not have a
centrally directed program to protect effec-
tively personal and other sensitive data in
computer systems. Programs fell short of
being comprehensive and top management sup-
port was lacking. This was, in part, because
upper management either did not recognize or
adequately appreciate their responsibilities
in this area or recognize the potential for
invading the privacy of people or organiza-
tions served by the agency and for damage to
agency program operations.

GAO surveyed selected agencies in 1977 because
of the generally high level of congressional
interest in Federal information policies
following the enactment of the Privacy Act
and the Freedom of Information Act Amendments
in 1974. Subsequently, GAO was specifically
requested to examine and report on the status
and effectiveness of major Federal agencies'
computer security programs by the Chairman
of the House Subcommittee on Government
Information and Individual Rights, House
Committee on Government Operations.
(See p. 1.)

GAO's review included 10 civil agencies but
excluded the highly specialized area of
controls over national security classified
data in Defense agencies. (See p. 2.) Many
other agencies throughout the Government are
experiencing to varying degrees some of the
same weaknesses. In fact, GAO's review further
confirmed automated system security and control
problems disclosed in many prior GAO published
reports. (See p. 3.)

LCD-78-123
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In a larger sense, these findings have poten-
tial applicability wherever computers are
used intensively. This is because of the
pervasiveness of the underlying causes of
poor data security. Modern computer based
information systems represent relatively
recent technology that has introduced many
new threats adding to management problems
of maintaining data at acceptable levels of
integrity and security. (See pp. 7 and 8.)

WEAKNESSES IN AGENCY PROGRAMS
FOR COMPUTER SECURITY

GAO focused on weaknesses in the agencies'
systems of management controls, including
appropriate organizations, monitoring and
reporting, use of risk analysis, and use of
independent internal audits. (See pp. 10
27, and 47.)

Particular attention was given to the degree
of agencies' efforts to organize and implement
broadly conceived programs of data security
in compliance with the Office of Management
and Budget (OMB) directives and related com-
puter security guidance published by the
National Bureau of Standards, Department of
Commerce. (See p. 10.)

Although all agencies reviewed had some
elements of a computer security program in
varying stages of being, they lacked the
management support needed to be truly
comprehensive. (See p. 10.)

Security programs usually were not developed
from the perspective of the total data
system; consequently, any weak link could
result in ineffective security. For
example, the scope of most security programs
did not cover data in all media and in all
stages of the data life cycle nor did they
consider all possible threats at all loca-
tions involved with the agencies' data.
Additionally, many programs did not have
written plans, policies, and procedures.
(See p. 11.)
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Also, management generally did not place the
computer security function at a sufficiently
high level, with independence from operating
functions, to preclude preemption by opera-
tional priorities. Thus, authority to rec-
ommend and enforce security measures was
seriously lacking. Agencies did not estab-
lish clear responsibilities of individuals
and organizations. (See p. 14.)

Management generally was giving inadequate
attention to. monitoring the aspects of com-
puter security in their organizations to be
sufficiently informed on how their security
measures were working. Management was not
receiving the feedback necessary for control
of computer data security. (See p. 20.)

Agencies usually had selected computer systems
safeguards intuitively rather than on a cost-
effectiveness determination which would take
into account the degree of sensitivity and
vulnerability of the information to be pro-
tected. This risk management concept, which
should be applied in all determinations to
select economically feasible safeguards con-
sidering the particular environment where the
data is processed, was generally not employed.
(See p. 27.)

Security programs should but usually did
not address all of the necessary elements
of technical, administrative, and physical
safeguards. In many cases, attention had
been given by technicians and lower and
middle level managers to the obvious and
traditional safeguards. However, safeguard
protection that required upper level manage-
ment and administration were neglected.
(See p. 30.)

INTERNAL AUDIT

At a time of increasing reliance on computers
and rapidly advancing automated data proc-
essing technology, internal audit can be a
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vital resource for keeping management in-
formed on data security requirements and
how well these responsibilities are being
met. However, at the agencies surveyed,
independent internal audit generally was
not significantly involved in assessing
computer based systems controls or con-
ducting more conventional security compli-
ance audits.

Agency internal audit was not significantly
involved in computer security because of a
lack of technical expertise. Discussions
with Internal Audit officials revealed that
the expertise needed to challenge security
shortcomings has not been developed because
top management has not tasked internal audit
in a computer security role. (See p. 47.)

OMB's GUIDANCE TO AGENCIES

Although OMB has stressed that data security
and integrity are the responsibilities of
the heads of departments and agencies, GAO
found that agencies did not take the initia-
tive to meet these responsibilities.

OMB's policy guidance and technical guidance
provided by the National Bureau of Standards
was largely ignored and not used to advantage.
Consequently, the agency security programs did
not reflect the intent of this guidance.

CONCLUSIONS

04B issued Circular A-71, TM-1--on Security of
Federal Automated Information Systems--after
completion of this review. The circular re-
quires action by agency top managers which
could contribute greatly to correcting many of
the computer data security problems addressed
in the GAO report. The circular is directive.
It is also quite comprehensive. It requires
agency heads to report on their plans to
to comply. (See p. 23.)
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Specifically, the circular promulgates
policies and responsibilities for the
development and implementation of computer
security programs by all executive depart-
ments and agencies: It further addresses
the general requirement for agencies to
implement a computer security program; it
establishes specific requirements for the
development of management controls to
safeguard personal, proprietary and other
sensitive data in automated systems; and
it defines a minimum set of technical
controls to be incorporated into each
agency computer security program. (See
app. IV.) Therefore, it sets an appro-
priate framework for agencies' initiatives
to correct their data security problems.

RECOMMENDATION TO OMB

GAO views a leadership role by OMB as vital
to maintaining the momentum that Circular
A-71 should impart to computer security in
Federal agencies. GAO is concerned that
agencies may lose sight of the stated pur-
pose of the directive, i.e., that agencies
develop and implement computer security
programs with a scope to protect personal,
proprietary and other sensitive data. The
circular further addresses certain specific
technical requirements. Accordingly, GAO
sees a critical need for OMB to follow up
on the circular's requirement that agencies
prepare and submit plans for compliance.
(See p. 23.)

The Director of OMB should arrange for inde-
pendent reviews by persons knowledgeable in
computer security of the plans of departments
and agencies responding to Circular A-71.
OMB should critique agencies on the adequacy
of their plans for computer security using
the findings and recommendations to heads of
agencies contained in this report as well as
the requirements set forth in Circular A-71.
(See p. 23.)
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RECOMMENDATIONS TO HEADS
OF FEDERAL AGENCIES

All agencies should strengthen their computer
data security and integrity, highlighted as
follows.

--Computer security programs should be
comprehensive. They should include
plans, policies, and procedures in
writing that clearly establish respon-
sibilities throughout the organization.
(See p. 25.)

--Agencies should establish a computer
security administration function with
independence from computer operations.
This organization should report directly
to or through a principal official who
reports directly to the agency head.
(See p. 24.)

--Programs should provide for feedback
for management control, both in routine
monitoring and reporting and in inde-
pendent internal audits. (See pp. 25
and 52.)

--Risk management should be provided
for and should be on the perspective
of the total data systems. (See p. 4')

--Security planning should anticipate
training needs, particularly for risk
management. (See pp. 25, 46, and 52.)

OMB's COMMENTS

OMB representatives indicated that GAO's exam-
ination of the status and effectiveness of
computer system security programs provided
information and recommendations which would be
used and followed up in their own assessments
of Federal agencies' plans to comply with their
Circular A-71 and other requirements.
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OMB is placing a high priority on efforts
over the coming year to improving security
programs in agencies and has organized a
task force to accomplish reviews of agencies'
plans. This effort is coupled with OMB's
broader concerns for improving controls in
agencies over fraud and abuse. OMB indi-
cated that attention by agencies' inspector
general functions will be focused on cor-
recting these matters in recognition that
they are important responsibilities of
agency and department heads.

OMB expressed some concern that GAO's recom-
mendation for organizing a highly placed
computer security administration as a staff
function, independent from computer opera-
tions, might cause difficulty with the agency
head's span of control. That is, too many
functions are now competing for top-level
attention and this would add one more. GAO
intends its recommendation to be sufficiently
broad to allow each agency maximum flexibility
in its implementation in a wide variety of
agency organizations.

GAO agrees with OMB that elements of this
security function such as monitoring, in-
spection, and audit could be placed under
the inspector general function. But GAO sees
the need for identification of a focal point
at a high level, independent from responsi-
bility for computer operations, to develop
and oversee an automated systems security
program. The security program itself should
be promulgated by a directive and guidance
issued by the agency head. (See p. 24.)
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